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ABSTRACT

The research on the voltage-gated sodium ion channel draws immense attention in
neuroscience as a target for anesthesia and treatments for genetic diseases in brain, mus-
cle and heart. The sodium ion channel, coupled with the potassium channel initiates
the action potential, the most essential requirement for communication between cells.
The diverse areas of intense research on sodium ion channel over more than the past
six decades include structural, functional and dynamical understanding of channel pro-
teins, inactivation process, inactivation-recovery path of sodium channel, pharmacolog-
ical channelopathy-toxicology, Markovian modeling of channel kinetics, nonequilibrium
response of the channels etc. Sodium channel is mostly investigated experimentally us-
ing the patch clamp and voltage clamp techniques where the channel kinetics is studied
during the relaxation of channel protein. Here we have investigated the nonequilibrium
kinetic and thermodynamic responses of sodium ion channel under stochastic, oscillating
and pulsed voltage protocols along with various drug binding situations. The works done
in the thesis is briefly given below:

(a) Using oscillating external voltage protocol we have studied the dynamic hysteresis
at nonequilibrium steady state and its parametric dependence upon frequency, amplitude,
mean voltage of the external voltage protocol. The utilization of energy and associated
dissipative work done at nonequilibrium steady state is also investigated.

(b) Comparing closed-state-inactivation and open-state-inactivation path we have ex-
plored the energetically optimum processes or the favoring path of inactivation.

(c) We have shown that open state drug blocking is a free energy driven process while
closed state blocking is an entropy driven process. Comparing all voltage protocols we
have shown that the inactive state blockers are more potent channel blockers than open
state blockers.

(d) Considering sodium and potassium channel blockers in single channel model a more
realistic picture of drug affected spiking activity of action potential and ionic currents for
multiple channels has been studied using Gillespie’s exact simulation technique.

(e) Finally we have extended our study from one neuron to two neurons, unidirec-
tionally coupled via electrical synapses. We have shown that the size of patch or channel
number fluctuations in individual neurons have very important role in unidirectional syn-
chronization and metabolic energy consumption and these scenario in presence of sodium,
potassium drug blockers.
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Chapter 1

Inroduction

Voltage-gated ion channels are a particular class of transmembrane protein that form
ion selective channels which activates by the change in the electrical potential of the
membrane. The subunits of the channel protein are arranged in such a way that a cen-
tral pore is formed through which ions can travel down their electrochemical gradient.
Although the cell membrane is usually impermeable to ions, the conformational change
of protein channel leads to the opening and closing of the pore which determines the ion
conductivity through the channel pore [1]. In excitable cells namely, neuronal, cardiac
and muscle tissues etc, ion channels generate and propagate action potential which is
the fundamental requirement of communication through cells. When a stimulus above a
particular threshold magnitude arrives, sodium channels burst open and the sodium ions
in extracellular space diffuse instantly into the intracellular space and further depolarize
the cell membrane and initiates action potential. When the cell is depolarized enough
sodium channel inactivates when a part of a channel protein residue gets inside the pore
and block ion permeation. After that potassium channel and sodium-potassium pump
brings the channel protein back to its resting state by adjusting the resting state ion
equilibrium in extracellular and intracellular medium and thereby completes the action
potential. Till now sodium, potassium, calcium and chloride ion channels have been found
to be responsible mainly for action potential generation.

The research on voltage-gated ion channel is still drawing immense attention in neu-
roscience over the past six decades. The literature of ion channel research is extremely
vast and well grounded by the contribution of eminent biophysicists. Pioneering research
performed by Cole, Curtis [2–4], Hodgkin, Huxley [5] and Kratz [6, 7] during the period
1935-1952 is now known as the era of classical biophysics, today which serves as the

1
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foundation of our understanding of how the selective diffusion of ions across the plasma
cell membrane results in the generation and propagation of action potential in excitable
tissues. Initially debated but later a series of experiments by Hodgkin and Huxley demon-
strated that action potentials were an electric signal of ionic origin [5]. Using experiments
with the voltage clamp, invented by Cole and Curtis, 1947, Hodgkin and Huxley pub-
lished five papers [8] in a row at the summer of 1952 describing how ionic currents give
rise to the action potential. The final paper of the Hodgkin-Huxley [8] mathematically
described the action potential which was a landmark in the history of today’s theoretical
neuroscience. Their experiments for modeling the action potential using voltage clamp
technique has laid the foundation for electrophysiology; for which they shared the No-
bel Prize in Physiology or Medicine in 1963. Experiments by Rothenberg, 1950 [9] and
Keynes, 1951 [10] demonstrated that propagation of the action potential is associated
with an inward flow of sodium ions and the outflow of potassium ions. Experiments done
by Hodgkin and Katz [6] demonstrated that the concentration of sodium in the extracel-
lular solution determines the rate of rising and amplitude of the action potential. Later
Neher and Sakmann in the late 1970s and early 1980s had advanced this research field
by inventing the patch-clamp technique which permits the possibility of measuring ionic
current through the individual ion channels [11]. Neher and Sakmann shared the No-
bel Prize in Physiology or Medicine in 1991 for this outstanding work. The experimental
works by Nossal et al., 1991 [12] and Hille et al., 1992 [1] demonstrated that the individual
ion channels are essentially stochastic entities that open and close in a random way. The
computational and theoretical works by Skaugen and Walloe, 1979 [13], c1-Strassberg,
1993 [14], DeFelice, 1996 [15], White and co-workers, 1996 [16] produced computer based
programing of Markov models to describe the noise properties of clusters of ion channels
in a small area of membrane [14, 17]. Later Fox et al., 1994 and 1997 [18, 19] had given
a stochastic description of the kinetics of many ion channels by considering Langevin
description. After isolation of individual sodium and potassium ion channels, several
workers have studied the single ion channel kinetics experimentally to fit the kinetics to
mathematical models. Several Markov models for sodium and potassium channels had
been proposed [20–24] then. For example, Zagottaet al [20] had performed an experiment
for the selection of the best suited Markov model for the description of potassium ion
channel kinetics. The Nobel Prize in Chemistry 2003 was awarded jointly to P. Agre and
R. MacKinnon for discoveries concerning channels in cell membranes [25]. MacKinnon
and colleagues determined the three-dimensional molecular structure of a potassium chan-
nel from an actinobacteria, Streptomyces lividans, utilizing X-ray crystallography [26,27].
For modeling sodium channels Horn, 1984 [28], Vandenberg-Bezanilla, 1991 [29], Patlak,
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1991 [30], Kuo, 1994 [31], Millonas, 1998 [32], Clancy- Rudy, 2002-2007 [33–35] produced
very effective and notable contributions.

Among all types of cation and anion channels, particularly, Voltage Gated Sodium Ion
Channel is the most studied one which initiates the action potential [1] first hand. Sodium
channels are the giant trans-membrane proteins with four interconnected repetitive sub-
units arranged in such a way that a central pore is formed. That pore can selectively
conduct Na+ ion across the electrochemical gradient from extracellular part to intracellu-
lar part. From initiation of action potential by sodium ion selective gates to inactivation
of that gate is done by sodium ion channel protein. Sodium ion channel regulates many
physiological functions which makes it an optimal drug target for therapeutic action. Par-
ticularly, sodium channels are targeted for anesthesia and treatments for genetic diseases
in the brain, skeletal muscle, heart and for various other pathologies. These drugs ba-
sically block the sodium channels and inhibit generating action potential which leads to
the insensitivity of the targeted area. More than fifty-five channelopathies(inherited ion
channel diseases that result from genetic defects and disturbance in subunits) have been
identified [36, 52]. Some well-known diseases like epilepsy, familial hemiplegic, migraines
and familial autism mostly caused by mutations to genes encoding the channel [38]. The
worldwide sales of drugs which are mainly ion channel-targeted are estimated to be ap-
proximately USD 12 billion [39]. Thus voltage gated sodium ion channel has been a major
area of interest in pharmacological, neurological and electrophysiological research. The
main theme of research in sodium channel in the context of our proposed thesis can be
broadly classified in the following categories: A.) Structural and functional understanding
of the sodium channel protein, B.) Inactivation of sodium channel, C.) Activation, inac-
tivation and recovery path of sodium channel, D.) Toxicology and Channelopathy, E.)
Markovian modeling for gating kinetics, F.) Nonequilibrium Response of Voltage gated
sodium channels. Here we provide a brief survey of literature of the major discoveries in
the context of sodium ion channel.

A. Structural and functional understanding of the sodium channel protein:
Beneski and Catterall, 1980 [40] and Hartshorne [41] using photoactive derivative of a
scorpion toxin, identified a large molecular weight component which led to the elucida-
tion of the primary structure of sodium channels. This was the major accomplishment
to set the groundwork for molecular and mutagenic studies of sodium channels. This
study for the first time assigned distinct functional gating roles to regions or residues of
channel protein. The recent X-ray crystal structure determination of bacterial sodium
channels (NavAb, NavRh, and NavMs from Arcobacter butzleri, Alphaproteobacterium
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HIMB114, and Magnetococcus sp., respectively) has revealed that these channels have
different functional states such as closed [42], potentially inactive [43, 44], and open [45].
With the help of these studies and combining human sodium channel sequences and bac-
terial crystallographic data homology models [46] have been build up. Several studies
using prokaryotic sodium channels channels have provided insight of the structure and
function of bacterial sodium channel channels, translatable to eukaryotic sodium chan-
nels [47]. Very recently in 2017 H. Shen et al. [48] has obtained remarkable achievement
by determining the crystal structure of eukaryotic sodium channel(NavPaS) from Ameri-
can cockroach Periplaneta americana which further enhanced our understanding of how
eukaryotic sodium channels function at the molecular level.

B. Inactivation of sodium channel: Inactivation is a very important phenomena of
sodium channel, it blocks the pore and stops the sodium ions to come inside the cell when
the cell is depolarized enough to prevent persistent current and associated troubles such
as Long QT-syndrome, hyper excitability, malfunctioning of pacemaker activity etc. The
inactivation process of sodium channel has been a very major topic of investigation for
sodium channel. Aldrich et al. in 1983 [49] found that voltage-dependent inactivation
of Na+ channels is a consequence of voltage-dependent activation and inactivation is
characterized by two distinguishable kinetic components: fast inactivation and a slow
inactivation. Stuhmer et al.,1989 [50], Kellenberger et al., 1996 [51], Catterall, 2000
[52] found that hydrophobic triplet (IFMT : Isoleucine, Phenylalanine, Methionine and
Threonine) residue works as a latch by blocking the channel pore which plays crucial role
for fast inactivation. It holds the fast inactivation gate shut. Contrary to fast inactivation
process, Vassilev et al., 1989 [53], Balser et al., 1996 [54], Vilin et al., 1999 [55] showed that
slow inactivation of Na channels is a current-dependent process which resembles C-type
inactivation of potassium channels [56,57].

C. Activation, Inactivation and Recovery Path of sodium channel: The pro-
tein conformational changes through which sodium channel activates from resting state
to ion conducting open state and then inactivates is called open state inactivation path.
However, there are ample evidences of another type of inactivation called closed state
inactivation where sodium channel could inactivate even without ever being open. In this
situation conformational changes of protein is not associated to the pore opening, inac-
tivation occurs from some closed conformation. Inactivation path of sodium ion channel
had been a major research interest. Although the original studies by Hodgkin and Huxley,
1952 [8] suggested closed state inactivation(CSI) in sodium channels but first convincing
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quantitative evidence for inactivation occurring from pre-open closed states came from
investigation done by Bean, 1981 [58] on the Nav channel in crayfish giant axon by us-
ing prepulse protocol. Later Horn et al., 1981 [59], Horn and Vandenberg, 1984 [28],
Aldrich and Stevens, 1983 [49], Patlak, 1991 [30], Kuo and Bean, 1994 [31], Armstrong,
2006 [60], Bahring and Covarrubias, 2011 [61] using theoretical, experimental and com-
putation models proved that along with OSI(open state inactivation, after pore opening),
CSI(closed state inactivation) is also a prominent inactivation path. Patlak, 1991 [30],
Kuo and Bean, 1994 [31] also predicted the recovery from inactivation occurs via CSI
path.

D. Toxicology and Channelopathy: The drug binding study of sodium ion channel
is probably the most investigated topic of research. Proper functioning of sodium channels
regulate most of our physiological processes. A slight malfunctioning in any part of the
channel protein, such as improper timing of inactivation etc and other problems occurring
due to mutations and inherited disorders can cause chronic ailment, some times proved
to be life threatening. The pain killers or the anesthetic drugs basically binds to the
ion conducting open state of the channel, thus called open state blockers, block the pore
and stops action potential generation process and temporarily desensitize the pain in
desired location. Some of these drugs bind to the inactivated conformational state of
sodium channels are called inactive state blockers which prevent the sodium channels
from reopening to create action potential again. Mutations in sodium channels cause
inherited forms of epilepsy. Various sodium channel blockers along with other classes of
drugs are used in therapy of epilepsy. Studies with neurotoxins or ion channel blockers
like tetrodotoxin (TTX) and saxitoxin (STX) also contributed largely to our today’s
understanding of the structure and function of sodium channel. Actions of neurotoxins
gave us the initial valuable lead in the development of drugs for the diseases in which
ion channels are involved. TTX played a great part in the discovery of the voltage gated
sodium channel protein [62] and in the determination of the selectivity filter [63] and
binding site for pore blockers [64]. Inherited disorders (sodium ’channelopathies’) caused
due to mutations in genes affects skeletal muscle contraction, cardiac rhythm, or neuronal
function. Severity of these diseases range from mild or latent disease to life-threatening
or incapacitating conditions. Most sodium channelopathies are dominantly inherited,
but some are transmitted by recessive inheritance or appear sporadic. The mechanism
of selective blocking of the sodium channel was shown definitively in 1964 by Toshio
Narahashi and John W. Moore [65] using the sucrose gap voltage clamp technique. From
that first understanding of TTX blocking at 1964, upto the present knowledge of sodium
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channel drugs have been a very vast, complicated, rigorous journey which has mostly
developed for pharmacological interests [66–71].

E. Markovian modeling of sodium ion channel: From Neher and Sakmann’s land-
mark work of single-channel study on Nav channels in the late 1970s and 1980, Vandenberg
and Horn, 1984 [28] introduced the idea of using statistical methods such as maximum
likelihood analysis to rigorously discriminate between different kinetic models by direct
fitting single-channel records. Aldrich and Stevens, 1983 [49] and Vandenberg and Horn,
1984 [28] showed that a simple model of Nav channel gating requires both open- and
closed-state inactivation. Later in 1991, Vandenberg and Bezanilla, 1991 [29] provided a
nine state model of sodium channel which was until then one of the best model which
reproduced the macroscopic currents so efficiently. Today there are so many Markov
models available for different types of sodium channels. Such as Clancy-Rudy Model,
1999-2002 [33–35] of cardiac Nav1.5 channel is a very efficient markov model which fits
experimental data with high degree of accuracy and widely being utilized for pharmaco-
logical studies.

F. Nonequilibrium Response Spectroscopy: Recently, Millonas et al., 1998 [32]
have invented the non-equilibrium response spectroscopy(NRS) to study the ion chan-
nels in nonequilibrium situation [72]. Following Millonas et al.’s [32] work Kargol et al.,
2002 extended the NRS protocol by using continuously oscillating [73] or fluctuating volt-
age [74,75] protocol which drives the ion channel far from equilibrium and make it possible
to study the ion channel kinetics at the non-equilibrium condition providing various in-
formation regarding kinetic and nonequilibrium thermodynamic response properties such
as dynamical hysteresis at non-equilibrium steady state(NESS) [76,77]. Pulsed train pro-
tocol [78–80] is also a very powerful NRS protocol which is being widely utilized now a
days. NRS techniques provide new aspects of ion channel gating kinetics that standard
stepped-potential protocols can not provide [75].

1.1 Scope of Thesis

The scope of research in sodium ion channel even just in neuroscience is huge. So here
we limit ourself in some specific areas in mainly functional and dynamical aspects of
sodium ion channel in isolated patches to whole cell activities. Researches done on sodium
channels are mostly experimental in nature which gives an opportunity for theoretical
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investigations too. Sodium channel research involves almost all the main stream science
fields such as chemistry, physics, neuroscience, electrophysiology, computer science etc.
In this thesis we have addressed certain things which were left unexplored previously to
our knowledge.

The nonequilibrium dynamical study of sodium channel was almost entirely overlook
since the time of Hodgkin and Huxley, until recently Millonas et al. in 1998 introduced
Nonequilibrium Response Spectroscopy to study on channels in nonequilibrium environ-
ment. The nonequilibrium response properties of sodium channel was not explored earlier.
Also the recent development of nonequilibrium thermodynamic quantities like entropy
production rates has never been used to study sodium channel earlier. Although dynamic
hysteresis arising due to the oscillating voltage has been investigated in mainly Hodgkin-
Huxley model, but the explicit sodium channel model in the context of gating has not been
used, which gives more realistic results, to study dynamic hysteresis. The nonequilibrium
thermodynamics of dynamic hysteresis has not been studied for sodium channel which
could provide the energetic information of various gating processes in nonequilibrium
situation.

The path of activation, inactivation and recovery have been widely investigated in
sodium channel. These studies have been done mostly using constant voltage clamp or
patch clamp techniques. But in presence of NRS protocols such as oscillating voltage and
pulsed train(these protocols mimic the real system voltage variation in membrane) and
in presence of nonequilibrium situation how these paths get modified have never been
investigated earlier. Also the entropic cost associated with these paths have never been
addressed.

Sodium ion channel research due to its clinical importance is still a very hot topic of
research. The complete understanding of the mechanism of blocking by drugs are still not
clearly understood. As drug binding kinetics are very much affected by the various types
of channel mutations, biological environment and also similar drugs show different binding
kinetics in different systems, it was difficult to comprehend drug binding interactions in
a general framework. Thus generalization of drug binding kinetics from single channel
realization using theoretical approach was required. There are mainly two types of drug
binding mechanisms, such as, open state blocker and closed state blocker. Previously these
two blocking mechanisms has rarely been inspected separately using mathematical models
with proper theoretical background. Also how drug binding kinetics can be estimated
through NRS techniques or at nonequilibrium stituation has never been investigated in
details.



1.1 Scope of Thesis 8

For complete understanding of drug binding mechanism in single sodium channel
model one needs to obtain the kinetic and thermodynamic pictures of sodium channel
blocking. Thus one can grasp the effect of blockers on sodium channels only but can not
give the complete picture of the whole neuron being affected. Thus one needs to see how
the drug binding kinetics affect the action potential of a neuron. Along with the sodium
channel blockers one can also investigate the potassium blockers to find the complete
understanding of the action potential.

As soon as one gets the idea of how the sodium and potassium channel blockers affect
the action potential in a single neuron, the most obvious question that arrives in one’s
mind is how will the drugs affect the slave neuron that is connected to a master neuron:
the first step to signal transduction. How the synchronization process gets hampered
in presence of drugs has not been investigated earlier. It is also important to study the
metabolic energy consumption of sodium and potassium ion channels and how the channel
numbers affect the synchronization process.

In the proposed thesis named “Nonequilibrium Features Of Voltage Gated
Sodium Ion Channel” the research work done by us is summarized as follows:

A. Nonequilibrium response and dynamic hysteresis: We have investigated the
dynamic as well as the non-equilibrium thermodynamic response properties of voltage-
gated Na-ion channel. Using sinusoidally oscillating external voltage protocol we have
both kinetically and energetically shown the non-equilibrium steady state properties of
dynamic hysteresis in details. Here we have introduced a method of estimating the work
done associated with the dynamic memory due to a cycle of oscillating voltage. We have
quantitatively characterized the loop area of ionic current which gives information about
the work done to sustain the dynamic memory only for ion conduction, while the loop
area of total entropy production rate gives the estimate of work done for overall gating
dynamics. We have found that the maximum dynamic memory of Na-channel not only
depends on the frequency and amplitude but it also depends sensitively on the mean of
the oscillating voltage. We have shown how the system optimize the dynamic memory
itself in the biophysical range of field parameters. Our study shows that the relation
between the average ionic current with increasing frequency corresponds to the nature of
the average dissipative work done at steady state. One of the important understanding of
this work is that the utilization of the energy from the external field can not be directly
obtained from the measurement of ionic current only but it also requires the study of
nonequilibrium thermodynamics.
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B. Inactivation path and recovery: Next we have studied the inactivation path of
voltage gated sodium channel under various voltage protocols. These voltage protocols
actually serve as nonequilibrium response spectroscopic tools to study the ion channel in
nonequilibrium environment. In contrast to a lot of effort in finding the crystal structure
based molecular mechanism of closed-state(CSI) and open-state inactivation(OSI), our
approach is to understand the dynamical characterization of inactivation. The kinetic flux
as well as energetic contribution of the closed and open-state inactivation path is compared
here for voltage protocols, namely constant, pulsed and oscillating. The nonequilibrium
thermodynamic quantities we have used in response to these voltage protocols serve as
improved characterization tools for theoretical understanding which not only agrees with
the previously known kinetic measurements but also predict the energetically optimum
processes to sustain the auto-regulatory mechanism of action potential. We have found
that the time dependent voltage pattern governs the population of the conformational
states which when couples with characteristic rate parameters, the CSI and OSI selectivity
arise dynamically to control the inactivation path. Using constant, pulsed and continuous
oscillating voltage protocols we have shown that during depolarization the OSI path is
more favoured path of inactivation however, in the hyper-polarised situation the CSI is
favoured. It is also shown that the re-factorization of inactivated sodium channel to
resting state occurs via CSI path. Here we have shown how the subtle energetic and
entropic cost due to the change in the depolarization magnitude determines the optimum
path of inactivation.

C. Open state vs. inactive state sodium channel blockers: The kinetics and
nonequilibrium thermodynamics of open state and inactive state drug binding mechanisms
have been studied here using different voltage protocols in sodium ion channel. We have
found that for constant voltage protocol, open state block is more efficient in blocking ionic
current than inactive state block. Kinetic effect comes through peak current for mexiletine
as an open state blocker and in the tail part for lidocaine as an inactive state blocker.
Although the inactivation of sodium channel is a free energy driven process, however,
the two different kinds of drug affect the inactivation process in a different way as seen
from thermodynamic analysis. In presence of open state drug block, the process initially
for a long time remains entropy driven and then becomes free energy driven. However
in presence of inactive state blocking, the process remains entirely entropy driven until
the equilibrium is attained. For oscillating voltage protocol, the inactive state blocking is
more efficient in damping the oscillation of ionic current. From the pulse train analysis
it is found that inactive state blocking is less effective in restoring normal repolarisation
and blocks peak ionic current. Pulse train protocol also shows that all the inactive states
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behave differently as one inactive state responds instantly to the test pulse in an opposite
manner from the other two states.

D. Effect of blockers on action potential: Next we switched from single channel
study to the whole neuron. We have utilized the site selective drug blocking mechanism
of the single sodium and potassium channel to explore the overall action potential. We
made a simple but effective modification of the existing Hodgkin-Huxley model by adding
drug bound state to study the effect of sodium and potassium blockers on the action
potential and ionic currents, using Gillespie’s exact Markovian simulation. Our approach
provides more realistic picture of drug binding which keeps track each states in real time
and enables one to see how gradually the entire population is shifting to the drug bound
state. Also we have shown an interesting dependence of sodium and potassium currents
on each other in presence of drugs. In presence of sodium blocker the action potential falls
off exponentially, but in potassium channel with increasing drug affinity initially a noise
induced enhancement of spiking activity of action potential is observed which gradually
falls off with increasing drug affinity.

E. Effect of patch size on synchronization between neurons: Finally we have
shown the kinetics and energetics of unidirectional synchronization between two coupled
neurons. We begin with studying the single neuron kinetics and metabolic energy con-
sumption. Then we have introduced the channel noise or the patch size in the individual
neurons of the coupled system. We have found that the size of patch has very impor-
tant role in unidirectional synchronization and metabolic energy consumption. We have
found that there exist three different path size ranges in which coupled neuron system
behaves differently. We have also studied the effect of three types of channel blockers such
as sodium, potassium and total blockers and found that they have very interesting and
distinct effect on synchronization process and metabolic energy consumption.
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Schematic Summary of Thesis

From sodium channel to single neuron and then to two coupled neurons we have covered
a broad spectrum of sodium channel research. The entire work in the thesis can be
schematically presented as follows.
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Figure 1.1: Schematic diagram of the thesis works.
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1.2 Plan of Thesis

We have presented the contents of the thesis in the following chapters.

1. In Chapter 2 we have presented the background literature and theory involved.

2. In Chapter 3, using oscillating external voltage protocol the nonequilibrium re-
sponse and dynamical hysteresis of sodium channel and the utilization of energy
and associated dissipative work done at nonequilibrium steady state is also investi-
gated.

3. In Chapter 4, closed-state-inactivation and open-state-inactivation path is com-
pared using nonequilibrium response spectroscopic tools and the energetically opti-
mum processes or the favoring path of inactivation has been explored here.

4. In Chapter 5, the kinetics and time dependent thermodynamic differences of open-
state blockers and inactive state blockers have been studied here. Comparing various
voltage protocols the more potent blocker is investigated.

5. In Chapter 6, considering sodium and potassium channel blockers in single channel
model a more realistic picture of drug affected spiking activity of action potential
and ionic currents for multiple channels has been studied using Gillespie’s exact
simulation technique.

6. In Chapter 7 we have discussed the effect of patch size on the energetics and syn-
chronization between two neurons and how the synchronization process is affected
by channel blockers.
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Chapter 2

Topical Review: Background Theory
& Literature Survey

In this chapter we provide a brief survey of literature and the theoretical backgrounds
of the works done in the thesis. We begin from the understanding of the nerve cell and
its membrane structure. Then gradually we proceed to discuss how the cells communi-
cate to each other using action potential. Then we go deep into voltage gated sodium
channel which is our interest of the thesis. From structural and functional understand-
ing we discuss the process of inactivation and its path, an important property of sodium
channel, investigated intensively in past. Then we study the pathological importance of
sodium channel. After that we have discussed the recent developments in non-equilibrium
thermodynamics and dynamic hysteresis in ion channels. The chapter finally ends with
discussing theoretical background of neuronal synchronization.

2.1 Membrane Potential: Neuron

There are many different types of neurons in the mammalian central nervous system. Due
to the diverse functions performed by neurons in different parts of nervous system, neu-
rons have wide variety in shape, size, and electrochemical properties. Generally neurons
have four functionally important zones: (a) dentritic tree (b) axon hillock, (c) axon (d)
synapses. The cell membrane is the most important part of a nerve cell and it’s a bio-
logical structure that separates the intracellular medium of a cell from the extracellular
environment. It controls the movements of substances in and out of cells. Typical cell
membrane consists of a protein-lipid-protein bilayer. Proteins orient themselves towards

20
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Figure 2.1: Two synaptically connected nerve cell. Source: Reference [1]

the extracellular and intracelluar hydrophobic environment whereas the lipids are hy-
drophobic and they face interior side of the membrane. Proteins help the cell to exchange
small polar or charged molecules or ions with the external environment, which otherwise
can not cross the membrane because of the interior apolar region. Proteins in the mem-
brane which allow passive diffusion of ions down the concentration gradients are called
ion channel proteins and those which actively push ions across the membrane to establish
those concentration gradients are called ion transporters or ion pumps. As the ions are
present at different concentrations inside and outside the cell, such as [K+]out < [K+]in
and the opposite is true for Na+ , Cl− and Ca2+ ions and their movements due to chemical
gradients or diffusion and electric field generates a membrane potential. Thus when an
electrode is placed inside a cell and a reference electrode is kept in the extracellular fluid,
a constant potential difference is observed. This potential difference is negative and of -40
to -80 mV in amplitude. One of the factors that control the excitability of the membrane
is its resting potential, which is set by the ion fluxes through the membrane at its resting
state. Quantitatively, each type of ions try to drive the membrane potential towards its
own equilibrium potential at which the electric force and the chemical-gradient force for
the particular ion are balanced such that there is no net flow of the ion (Nernst, 1893).
The value of the membrane potential or equilibrium potential(only for one type of ion) at
which the net flux of a single ion X is zero is called the reversal potential of ion X (EX)
is given by

EX = RT

zXF
ln [X]out

[X]in
, (2.1)

where R = 8.314472 J mol−1 K−1 is the universal gas constant, F =96485 C mol−1 is the
Faraday constant, T is the absolute temperature in K, zX is the valence of the ion, [X] out
and [X] in are the concentrations of the ion X respectively outside and inside the cell in
mol m−3. Different types of ions drive the membrane potential towards different voltages.
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Figure 2.2: In figure (a) a typical membrane of a biological cell is shown. Source: Reference
[2], slightly modified. In figure (b) The ion channels across the cell membrane are shown.
Source: Reference article of Waxman et al. [3]. The protein channels or the ion channels
are shown to have channel or pore which is connected on the both sides of the membrane.

The relative contribution of each ion in setting the membrane potential is weighed by its
membrane conductance (in proportion to permeability), as determined by the Goldman-
Hodgkin-Katz(GHK) voltage equation. As in neurons, membrane potentials are largely
determined by [Na+],[K+] and [Cl−] ions due to their dominant concentrations and per-
meability through the membrane under physiological conditions. Thus GHK equation is
given by

Em = RT

F
ln

PNa+ [Na+]out + PK+[K+]out + PCl−[Cl−]in

PNa+ [Na+]in + PK+[K+]in + PCl−[Cl−]out

(2.2)

where [ion]out and [ion]in are respectively the extracellular and intracellular concentrations
of that ion in mol m−3. Pion is the membrane permeability for that ion expressed in ms−1.

2.1.1 Circuit model of the membrane

While the membrane is an insulator, the cytoplasm and extracellular fluids are basically
electrolytic solutions and thus they can conduct electricity. Due to the potential differ-
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Ion Internal(mM) External(mM) ReversalPot.(mV)
Na+ 49 440 59
K+ 410 22 0
Cl− 40-100 560 -65
Ca2+ 0.0002 10 145

Table 2.1: Intracellular and extracellular concentrations of the ions and their respective
reversal potentials for the squid axon.

ence across the membrane there exists unbalanced number of electric charges both inside
and outside the cell. As the resting membrane potential is negative and there exist a
surplus of negative charges inside the cell and a surplus of positive charges outside, these
charges lay on the surface of the membrane. At this situation the phospholipidic bilayer
can be represented as a capacitor. As membranes contains ion channels can be passed
through charged ions, the electrical representation of the membrane must include resistors
connected in parallel with to the capacitor. The conductance of the membrane depends
on the number of individual ion channels and their conformational states such as closed,
open or inactivated. Figure (2.3) shows the electrical model of the membrane: the three

Figure 2.3: Circuit model of membrane.

conductances represent the permeability of the membrane to each particular type of ion,
while the three batteries represent the voltage difference driving them, as given by (2.1).
This voltage variation of the circuit is described by the first order differential equation

CmV̇ = −
∑
ion

Iion, (2.3)

where the individual ionic currents are given by

Iion = Gion(V − Eion). (2.4)
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It is important to note that although the steady-state solution of equation (2.3) gives
Iion = 0, i.e. the sum of all the ionic currents is zero, but they are not individually(equation
2.4) zero.

2.1.2 Ion channels

Ion channels are integral part of the membrane proteins as shown in figure (2.2) with
a aqueous central pore through the cell membrane [4] that allow ions selectively pass
the membrane down their electrochemical gradient. These proteins, generally consisting
of multiple subunits, together with their special voltage dependent conformation adapt-
ability properties can make the pore closed, so that no ions can pass through or, they
can make the pore open to help ions to pass through. Thus there exists mainly two
functional conformations, one in which the pore is open (open state) and in the other
the pore is closed (closed state). The ion channels have two common major proper-
ties: gating and selectivity. Gating is the conformational transition between open and
closed state. Depending upon the stimulus dependent pore opening and closing, ion
channels can be divided in voltage-gated (responds to the membrane voltage change),
ligand-gated (conformation state of the protein changes when it binds to a specific ligand
molecule), mechanosensitive(pressure-induced structural changes [5]), pH sensitive(such
as KcsA potassium channel [6, 7] ion channels. The selectivity refers to the ability of the
channel to recognize a particular ion and let it pass through the pore. Such as a sodium
channel is only and only permeable to a sodium ion, not by similar sized potassium or
calcium ions. Now it is found that the opening and closing of a voltage gated ion channel
is a stochastic process their transition between these two states can be represented as a
Markov process as shown in figure (2.4). The α and β in the figure represents the rate

β
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Figure 2.4: Simplest Markov model of ion channels

of voltage dependent transitions between the two states. The continuous macroscopic
currents observed in whole-cell patch clamp recordings can be obtained by the ensemble
average of a lot of on/off stochastic data of currents of single channels as shown in figure
(2.4).
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2.1.3 Communication between cells: Action potential

The excitable cells, such as nerve and muscle tissue communicate information to each
other in the form of electrical impulse known as an action potential. The generation
and propagation of this electrochemical impulse is a highly sophisticated, regulated and
controlled process which involves very intelligent machines like ion channels. A slight dys-
function of any of these intricate mechanism can result in life threatening risk. Actually
the dysregulation of action potentials are directly linked to variety of pathological con-
ditions such as cardiac arrhythmias, weakness and paralysis of skeletal muscle, extreme
pain, and epilepsy. During an action potential, the electrical membrane potential of a

Figure 2.5: Action potential diagram. Source: Reference ( [8]).

cell rises and then fall. The processes involved in the generation of action potential is
discussed as follows.

(1) When a stimulus is received by dendrites, the Na+ channels to open. There exist
a threshold voltage, i.e -55 mV(generally) bellow which the sodium channels does not
respond. But as soon as the stimulus reaches -55 mV all the sodium channels in the
vicinity burst open. The action potential is an ”All or None” phenomena. Either the
depolarization is enough to burst open all the sodium channels or it does not at all.

(2) As the threshold voltage is reached, sodium channels open and more Na+ ions
come inside the cell and further depolarizes the interior part of the cell membrane up to
around +30 mV. This process is called depolarization.
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(3) As soon as the cell membrane inside the cell rises to +30 mV an important phe-
nomena occurs. The sodium channels automatically inactivates and inhibits further influx
of sodium ions inside the cell. At these situation the K+ channels open and K+ ions goes
out of the cell and slowly repolarize the cell membrane back towards it rest potential.

(5) Actually the repolarization process overshoots the resting membrane potential(-70
mV) and it reaches upto about -90 mV. This process is called hyperpolarization. This
hyperpolarization plays very important role for the transmission of information. Hyper-
polarization prevents the neuron from receiving another stimulus at this phase by raising
the threshold. Hyperpolarization also assures that the signal is proceeding towards one
direction.

(6) After hyperpolarization, the Na+/K+ pump by throwing 3 Na+ outside and bring-
ing 2 K+ ion inside, brings the membrane back to its resting potential at -70 mV. From
inactivation to resting state is the re-factorization period or recovery phase of sodium
channel. At this time sodium channel gets back to their original state. After that sodium
channel is again ready for the next action potential generation. The whole process of
action potential takes only a couple of milliseconds to complete.

The electrical signal once initiated by ion channel rapidly propagates along the surface
of the cell due to the opening of other ion channels that are sensitive to the voltage change
caused by the initial channel opening. Electrical signals travel much faster than chemical
signals such as, it can travel the entire length of a human nerve cell as long as one meter
of a distance within a few milliseconds.

The Hodgkin-Huxley model

Hodgkin and Huxley [9, 10] determined that ionic conductance activate or inactivate ac-
cording to the membrane voltage They used voltage-clamp technique to record the ionic
currents at different voltages and concluded how these ionic currents dynamically gets
modulated by voltage. They characterized the kinetics of voltage dependent fast sodium
current, INa and delayed potassium rectifier, IK , mediated by Na+ and K+ , respec-
tively. They proposed a mathematical model that could reproduce the kinetic properties
of voltage-dependence as well as could explain the generation of action potentials. The
membrane equation for an isopotential compartment is given as,

Cm
d

dt
V (t) = −GK(t)(V (t)− EK)−GNa(t)(V (t)− ENa)−GL(V (t)− EL) (2.5)
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where Cm is the membrane capacitance, V is the membrane potential, GK , GNa and gL

are the membrane conductance for Na+, K+ and leak currents, respectively. EL, ENa

and EK are their respective reversal potentials, which are given by the Nernst equation.
The critical step in the Hodgkin-Huxley model is to calculate the dependence of the
conductance GK(t)(V ) and GNa(t)(V ) on the membrane potential V. Hodgkin and Huxley
proposed that ionic currents originate due to the presence of several independent gating
particles which must occupy a specific position in the membrane to allow the Na+ and K+

ions to flow. The gating particles bear a net electronic charge such that the membrane
potential can switch its position from the inside to the outside or vice-versa. The transition
rates α and β between these two states are voltage dependent as shown in figure (2.4). If
x(=m,h,n) is defined as the fraction of particles inside the membrane and (1− x) as the
fraction outside the membrane, one obtains the first-order kinetic equation:

ẋ = αx(V )(1− x)− βx(V )x, x = n, m, h. (2.6)

They assumed that the particles must occupy inside position to conduct ions and the
conductance must be proportional to some function of x, such as,

GK(t) = gmax
K n4 and GNa(t) = gmax

Na m3h, (2.7)

where gmax
Na and gmax

K are the maximal values of the conductances when all gating particles
are inside the membrane. m, h, n represents the fraction of those gating particles inside.
This equation accurately fit the voltage-clamp data of currents in squid giant axon. They
interpreted that to flow through the membrane, Na+ ions require the assembly of 3 gating
particles of type m and another of type h, while an assembly of 4 gating particles of
type n is necessary for the flow of K+ ions. These particles considered to be operating
independent of each other, leading to the m3h and n4 forms.

Long after Hodgkin and Huxley, it was established that ionic currents are mediated
by the opening and closing of individual ion channels. The gating particles were then
reinterpreted as gates inside the pore of the channel. The reinterpretation of Hodgkin and
Huxley’s hypothesis was that the pore of the channel is controlled by four internal gates.
These gates operate independently of each other. All the gates must open to conduct
ions. Opening of the gates m and n in presence of depolarization is called activation. On
the other hand, closing of the gate h is called inactivation. Hodgkin and Huxley (1952)
established that three identical activation gates (m3) and a single inactivation gate (h)
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Table 2.2: Parameters of Hodgkin-Huxley equation
Cm Membrane capacitance 1 µF/cm2

EK K+ reversal potential -12.0 mV
ρK K+ channel density 18 channels/ µm2

gmax
K Maximal K+ channel conductance(all K+ channels are open) 36.0 mS/cm2

γK Single K+ channel conductance 20 pS
ENa Na+ reversal potential 115 mV
ρNa Na+ channel density 60 channels/µm2

gmax
Na Maximal Na+ channel conductance(all Na+ channels are open) 120.0 mS/cm2

γNa Single Na+ channel conductance 20 pS
EL Leak reversal potential 10.613 mV
gL Leak conductance 0.3 mS/cm2

are necessary to explain the sodium current’s characteristics. For potassium current four
identical activation gates (n4) are sufficient.

Thus the Hodgkin-Huxley equation represented together looks as follows,

Cm
d

dt
V (t) = −GK(t)(V (t)− EK)−GNa(t)(V (t)− ENa)−GL(V (t)− EL)

ṁ = αm(V )(1−m)− βm(V )m

ṅ = αn(V )(1− n)− βn(V )n

ḣ = αh(V )(1− h)− βh(V )h,

The rate constants were estimated by fitting empirical functions of voltage to the experi-
mental data (Hodgkin and Huxley, 1952). These functions are as in the original paper as
follows:

αm(V ) = (0.1(V + 25))(exp[(V + 25)/10− 1])−1,

βm(V ) = 4 exp[V/18],

αh(V ) = 0.07 exp[−V )/20],

βh(V ) = 1 + exp[(V + 30)/10]−1,

αn(V ) = (0.01(V + 10))(exp[−(V + 10)/10]− 1)−1,

βn(V ) = 0.125 exp[V/80].

For every value of membrane potential V the ionic currents(Ii) sodium and potassium
currents can be described by

INa = gmax
Na m3h(V − ENa),
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IK = gmax
K n4(V − EK),

and
IL = gL(V − EL). (2.8)

The total membrane current, IMI can be written as the summation of capacity current,
IC and ionic current, Ii as

IMI = IC + Ii, (2.9)

where IC = CmdV/dt.

The propagation of action potential can be described by substituting the value of
membrane current for unit length, IMC = a

2r
∂2V
∂x2 in equation (2.9), where a is the radius of

the nerve fiber, r is the specific resistance of the axoplasam, x is distance along the fiber
and V is the membrane potential. Thus one can write

a

2r

∂2V

∂x2 = Cm
dV

dt
+ GK(t)(V (t)− EK) + GNa(t)(V (t)− ENa) + GL(V (t)− EL). (2.10)

The above partial differential equation is not practicable to solve as it stands. During
steady propagation, the curve of V against time at any one position is similar in shape to
that of V against distance at any one time and it follows that

∂2V

∂x2 = 1
θ2

∂2V

∂t2 ,

where θ is the velocity of conduction. Therefore, equation (2.10) can be written as

a

2rθ2
∂2V

∂t2 = Cm
dV

dt
+ GK(t)(V (t)−EK) + GNa(t)(V (t)−ENa) + GL(V (t)−EL) (2.11)

This is an ordinary differential equation and can be solved numerically. This equation
describes how the action potential wave propagates with time.

2.2 Voltage Gated Sodium Ion Channel

The knowledge of our understanding of the mechanisms governing the membrane ex-
citability have come a long way since the time of Hodgkin and Huxley. We now know
for sure that voltage gated sodium channels by increasing membrane permeability to Na+

generate the upstroke of action potential. From membrane voltage sensing to pore opening
and closing to inactivate sodium channel undergo several conformational changes, or gat-
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ing. In the following section we have discussed the background literature on voltage-gated
sodium channels which are relevant to this thesis.

2.2.1 Structure of the voltage gated sodium channel

The voltage gated sodium channel protein is composed of 1.) a large alpha sub-
unit(generally around 2000 amino acids long, approx. 260 kDa) [11] and 2.) one or more
auxiliary β-subunits of 22-36 kDa [12,13]. Sometimes, the sodium channel associates with
other proteins such as calmodulin [14] or annexin II [15].

The α subunit is the principal subunit of the channel complex, responsible for voltage
sensing, pore forming, ion selectivity, and ion conduction, inactivation, drug binding. It
can function on its own. Although the α subunit is sufficient to produce Na+ functional
properties, but the functions such as channel trafficking, anchoring, localization, and
channel conformational change are modulated by the presence of the β-subunits [15,16].

The voltage gated sodium channel being a tetramer is rotationally symmetric. The
primary sequence of the alpha subunit folded into four domains (DI-DIV). These domains
are similar but non-identical and are arranged in the circumference around the central
pore. Large intracellular loops link all the four domains [17]. Each domain contains six
transmembrane alpha-helical segments(S1-S6). S1-S4 works as voltage sensing domain
and S4 is the voltage sensor. S4 contains several positively charged residues and two
hydrophobic residues to sense the voltage change. A narrow ion-selective filter is formed
with re-entrant loops between the S5 and S6 helices. The central pore opens when all four
voltage sensors activate. The voltage sensing domain and S4-S5 linker pull the S5 and S6
helices outward to open the pore. Neighboring subunits are also forced to move likewise
because of tight structural coupling [18, 19]. The DIII-DIV linker made of three amino
acid residues such as Isoleucine, Phenylalanine, and Methionine are critically important
for channel inactivation and are collectively known as inactivation gate or IFM particle.
Followed by the channel opening this IFM particle folds into the channel pore and blocks
ion conduction from the cytoplasmic side [20]. The β-subunits are cell adhesion molecules
which are also viable future therapeutic targets due to their ability to regulate alpha
subunits.

For more detailed structure and functional information one can watch the two videos
demonstrated by Prof. William Caterrall himself. The links are given in the reference:
[22]. The most recent(2017) crystal structure of eukaryotic sodium channel NavPaS from
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Figure 2.6: Structure of Voltage Gated Sodium Channel. Source: Reference [21]

American cockroach Periplaneta americana at a nominal resolution of 3.8 Å determined
using single-particle cryo-EM [28], as shown bellow.

Figure 2.7: The structure of NavPaS is shown here. The left one gives the side view of
the channel protein, the middle one gives the upper view of the pore and the right one
zooms on the pore. The picture is taken from the reference: [28].

2.2.2 The dynamical voltage-dependent conformational change

Sodium influx through the pore is dependent on a series of complex conformational
changes in response to altered membrane voltage. In general voltage gated sodium chan-
nels exists in one of three state conformations: closed(deactivated), open (activated),
or inactivated state. At hyper polarized voltage the channel exists in closed stated
configuration. In this state no ion permeation across the membrane via voltage gated
sodium channel is possible. At cell resting potential i.e, at -70 mV the closed state is the
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predominant state. As soon as the membrane voltage is depolarized the transition occurs
from from closed state to ion-conducting open configuration in less than a millisecond
and allow Na+ ions to flow into the cell down their electrochemical gradient. Channel
activation and opening is voltage dependent processes. Within a few milliseconds of open-
ing, sodium channel goes to a non-conducting or inactivated conformation. The extent
of inactivation is apparently voltage-dependent and appears faster at more depolarized
potentials. Once inactivated, the channels go to refractory period. At this period sodium
channel is unresponsive to further stimulus. Sodium channel does not reactivate until the
cell membrane is repolarized to negative resting membrane potential. The time course
of recovery from channel inactivation is very important in modulating firing frequency of
action potentials in excitable cells.

Figure 2.8: Model diagram of closed, open and inactivated state of voltage gated sodium
ion channel. Source: Reference [23].

The X-ray crystallographic study of structure elucidation has revealed different func-
tional states such as closed [18], potentially inactive [46,47] and open [26] after determining
the bacterial sodium channels and in prokaryotic cells. With the help of these studies and
combining human sodium channel sequences and bacterial crystallographic data homology
models [58] have been built up.

The simplest possible Markov model [29, 30] for the Na+channel with the fewest pos-
sible number of states (three) and transitions (four) which is capable of reproducing the
essential behaviors is shown in figure (2.9).
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Figure 2.9: Simplest three state model which includes only the main functional states such
as Closed(C), Open (O) and Inactivated state(I). In this model inactivation is considered
to be voltage independent processes.

2.2.3 Sodium channel family

The standardized nomenclature of sodium channels is currently used from the database
maintained by the IUPHAR [11, 31]. The family of sodium channels has nine known
members. According to the variety of proteins of these channels are named as Nav1.1 to
Nav1.9. The gene names are referred to as SCN1A to SCN11A (the SCN6/7A gene is
part of the Nax sub-family and has uncertain function). These channels are different not
only by their sequence but also they have different kinetics and expression profiles. Some
of this data is summarized in Table 2.3, below.

Protein name Gene Distribution TTX sensitivity
Nav1.1 SCN1A CNS TTX-sensitive
Nav1.2 SCN2A CNS TTX-sensitive
Nav1.3 SCN3A CNS TTX-sensitive
Nav1.4 SCN4A Skeletal muscle TTX-sensitive
Nav1.5 SCN5A Heart TTX-resistant
Nav1.6 SCN8A CNS TTX-sensitive
Nav1.7 SCN9A PNS TTX-sensitive
Nav1.8 SCN10A PNS TTX-resistant
Nav1.9 SCN11A PNS TTX-resistant

Table 2.3: Voltage gated sodium channel isoforms can be classified according to their
pharmacologic sensitivity to toxin tetrodotoxin (TTX). CNS: Central Nervous System,
Peripheral Nervous System.

There are four distinct β-subunits named according to the order of discovery: SCN1B,
SCN2B, SCN3B, SCN4B (Table 2.4). β1 and β3 interact with the alpha subunit non-
covalently, whereas β2 and β4 associate with α via disulfide bond [32].
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Protein name Gene link Assembles with
Navβ1 SCN1B Nav1.1 to Nav1.7
Navβ2 SCN2AB Nav1.1, Nav1.2, Nav1.5 to Nav1.7
Navβ3 SCN3B Nav1.1 to Nav1.3, Nav1.5
Navβ4 SCN4B Nav1.1, Nav1.2, Nav1.5

Table 2.4: Voltage gated sodium channel isoforms can be classified according to their
pharmacologic sensitivity to toxin tetrodotoxin (TTX). CNS: Central Nervous System,
PNS: Peripheral Nervous Syatem.

2.3 Inactivation of Sodium Channel

Inactivation of sodium channel is one of the most crucial step for the normal electrical
activity in excitable cells. There are many different types of inactivation, including fast,
slow and ultra-slow and each of these can be modulated by cellular factors or accessory
subunits [33].

2.3.1 Fast inactivation

Sodium channel opens in response to membrane depolarization and then within 1-2 ms
inactivates and restricts further ion flow inside the cell. This fast inactivation process is
required to control the excitability in nerve and muscle cells. Site-directed studies showed
that the short intracellular loop connecting DIII and DIV of the α subunit is responsible
for fast inactivation [34]. This intracellular blocking particle that folds into the channel
structure like a hinged lid blocks the pore during inactivation [35]. Cutting this loop
by expression of the sodium channel in two pieces greatly slows down the inactivation
[36]. The key amino acid sequence required to maintain the closure of inactivation gate
[20] is IFM(Isoleucine, Phenylalanine, and Methionine). The peptides containing this
inactivation gate sequence can restore fast inactivation to mutant sodium channels [37].
The inactivation gate bends at a key pair of glycine residues and allows it to fold into
the intracellular mouth of the pore and then bind within and block sodium conductance
as a hinged lid [38, 39]. Structural analysis of inactivation gate using NMR showed that
it contains a rigid alpha helix preceded by IFM motif and a Threonine residue on their
surface [40]. The fast inactivation gate is not present in homotetrameric bacterial sodium
channels.
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2.3.2 Slow inactivation

The time scale of slow inactivation of sodium channels ranges from 100 ms to 1s. It was
also first observed in the squid giant axon [41, 42]. The molecular mechanism of slow
inactivation is not well defined as fast inactivation. Many extensive structure-function
related studies implicate conformational changes in the selectivity filter [43, 44] and the
S6 segment [45] is the key step for slow-inactivation. The wild-type NaVAb channel shows
very prominent use-dependent slow inactivation [18]. An early phase of slow inactivation
occurs during test pulses and the composite time constant for this phase of slow inactiva-
tion reaches 20 msec at positive membrane potentials. Repetitive depolarizations at slow
rates (0.2 Hz or 1 Hz) shows a late phase of slow inactivation that reduces the sodium
current to near zero which is very slowly reversible [58]. Wild-type NaVAb has been
found to be crystallized in a conformation which is expected to be of the slow-inactivated
state [46]. The selectivity filter, central cavity, and intracellular activation gate have all
been modified by an asymmetric pore collapse. During the pore collapsing two of the S6
segments move towards the central axis of the pore and two move away to give a striking
dimer-of-dimers arrangement [46,47]. It is likely that this pore collapse is responsible for
the stability of the slow-inactivated state and the long time required for recovery from
slow inactivation [58].

2.4 Path of Inactivation

Path of inactivation is an important research in ion channels. Inactivation can occur in two
ways. The channel inactivation via pore opening and then inactivation which is called
Open State Inactivation, OSI is well know path of inactivation. However, inactivation
can occur from pre-open closed states too, without even opening the pore. This is called
closed-state inactivation, CSI. In both the cases recovery from inactivation occurs when
the membrane potential is returned back to its initial resting potential. Although OSI
mechanism is a pretty well understood at biophysical and structural [48, 49] levels, the
molecular basis of CSI is not fully understood. The intricate mechanisms involved in CSI
requires further investigation.

2.4.1 Inactivation path in sodium channels

Although Hodgkin and Huxley first suggested CSI in Nav channels but the first con-
vincing quantitative evidence for inactivation occurring from pre-open closed states came



2.4 Path of Inactivation 36

from investigating the sodium channel in crayfish giant axon by Bean, 1981 [50]. In this
study the current kinetics in response to a single activating pulse was compared to the
inactivation onset kinetics investigated using prepulse protocol. Quantitative inspection
of the data showed that the currents took longer time to reach the peak than for prepulse
inactivation to develop. From that analysis it was proved that inactivation can occur
before the Nav channels open.

Figure 2.10: State diagram for activation and inactivation. This scheme shows how
the domains D1-D4 gradually activates to go to the open state and inactivate states.
The dotted lines show the most preferred path of inactivation at 0 mV voltage. The
ion conducting states are marked with asterisks. More detailed information is found in
reference [57].

By examining the single Nav channel recordings from rat myotubes Horn et al,
1981 [51] found a striking discrepancy between the channel opening probability and inacti-
vation probability clearly which was an indication of CSI. The direct relationship between
the inactivation magnitude and the time it takes for the first opening studied in these
experiments suggested that inactivation could occur before opening. Further quantitative
studies such as maximum likelihood analysis by Horn and Vandenberg, 1984 [52] over
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several kinetic schemes confirmed the existence of CSI. After that Aldrich and Stevens,
1983 [54] showed that the open probability is substantially reduced when the activating
voltage pulse is provided after a conditioning prepulse that elicits no unitary activity.

Later Kuo and Bean, 1994 [55] demonstrated that channels actually deactivate before
they recover from inactivation and the inactivation at hyperpolarized potentials starts
with a delay which is nearly electrically silent. These experimental results have qual-
itatively and quantitatively explained that sodium channel inactivation is a combined
process of CSI OSI in Nav channels [50–52, 54–57]. However, some sodium channels un-
dergo more inactivation from the open state and others undergo more inactivation from
pre-open closed states. These distinct behaviors are referred to preferential OSI and pref-
erential CSI, respectively [53]. The kinetic scheme provided by Armstrong (2006) for
sodium channel inactivation is well accepted model until now. The Armstrong kinetic
scheme [57] is shown in figure (2.10).

2.5 Sodium Channelopathy

The physiological importance of the voltage gated sodium channel is association with
numerous pathologies which ranges from mild to life-threatening. Drug discovery in this
area is difficult. Various neurotoxins that are produced by plants and animals for defence
and protection, such as tetrodotoxin, scorpion toxins and batrachotoxin targets Sodium
channels. Studies with neurotoxins or ion channel blockers contributed largely to our
today’s understanding of the structure and function of sodium channel. In this section we
briefly discuss the drug receptors of sodium channels, classes of different channelopathies
and their treatment strategies and therapies.

2.5.1 Drug receptor sites of sodium channel

Sodium channels are blocked by drugs used clinically as local anesthetics, antiarrhythmics,
and antiepileptics [58]. Site-directed mutagenesis studies of sodium channels revealed the
receptor site for local anesthetics and related drugs is formed by amino acid residues in
the S6 segments in domains I, III, and IV [59–61] as shown in figure (2.11) [62]. These
drugs bind to a common receptor site in the pore and impede ion permeation, as seen in
figure 2.11(left).
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Figure 2.11: Drug-binding sites and fenestrations in NavAb. (A) Side view of the hy-
drophobic access to central cavity. Phe203 side chains are yellow sticks. Binding sites
of NavAb residues are : Threonine206 (blue), Methionine209(green), and Valine213 (or-
ange). (B) Top view sectioned below the selectivity filter colored as in (A). (C) Structure
of the drug-binding site in the slow-inactivated state in NavAb. Source: Reference [62]

2.5.2 Mechanism of drug binding

Many sodium channel blockers are well studied electrophysiologically. The mechanism
of block is rather complex and includes three typical phenomena observed in different
experimental protocols. The long-standing explanation for high-affinity LA block is called
the modulated receptor hypothesis [4] according to which large or hydrophilic drugs blockers
have different affinities to different functional states of the channel. The affinity to the
closed state is the lowest one. The affinity to the open state is bigger, and the inactivated
states of the channel have the maximal affinity. Although this general phenomenon of the
use dependence significantly vary for different compounds. As also predicted by modulated
receptor hypothesis [4], fenestrations lead from the lipid phase of the membrane sideways
into the drug receptor site and provides a specific hydrophobic access pathway for the
binding of small hydrophobic drugs in the resting state of the channel as seen from figure
(2.11, left) [18]. Access to the drug binding site in NaV Ab channels is controlled by
the side chain of a single amino acid residue, Phe203 (figure 2.11, left) [18]. It control
drug access and egress from the local anesthetic receptor site in mammalian cardiac and
brain sodium channels. In contrast, phenytoin, carbamazepine, and lamotrigine shows
prominent voltage-dependent block due to preferential binding to the inactivated states
of sodium channels [63, 64], as shown in figure (2.11, right). Frequency-dependent block
allows these agents to selectively prevent sodium channels from initiating rapid action
potential firing in nerves that conduct pain signals or from doing so in cardiac myocytes
to cause arrhythmias [65].
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2.5.3 Chemical structures of sodium blockers

Sodium channel blockers have highly diverse chemical structures. Most LAs are flexible
molecules that contain a protonatable amino group at one end, an aromatic moiety at
the opposite end, and polar groups in the middle [66]. Classical examples are lidocaine,
bupivacaine, and tetracaine. Typical anticonvulsants such as phenytoin, lamotrigine, and
carbamazepine (CMZ) are electroneutral molecules. Unlike LAs, they contain nonion-
izable polar groups at one end of the molecule and an aromatic moiety at the other
end [66]. Antidepressants, which block sodium channels, have an ionizable amino group
and a polycyclic moiety that contains aromatic and saturated rings. Another group of
blockers contains bulky rigid moieties [66]. Examples are cocaine, memantine, and quini-
dine.

Figure 2.12: Drug-binding sites and fenestrations in NavAb. (A) Side view of the hy-
drophobic access to central cavity. Phe203 side chains are yellow sticks. Binding sites
of NavAb residues are : Threonine206 (blue), Methionine209(green), and Valine213 (or-
ange). (B) Top view sectioned below the selectivity filter colored as in (A). (C) Structure
of the drug-binding site in the slow-inactivated state in NavAb. Source: Reference [62]

2.5.4 Sodium channelopathies:

The essential nature of NaV channel is emphasized by the existence of inherited disor-
ders (sodium “channelopathies”) caused by mutations in genes that encode these vital
proteins. Nearly 20 disorders affecting skeletal muscle contraction, cardiac rhythm, or
neuronal function and ranging in severity from mild or latent disease to life-threatening



2.5 Sodium Channelopathy 40

or incapacitating conditions have been linked to mutations in human NaV channel genes.
Inherited disorders of NaV Channel are shown in the following list [67].

Muscle sodium channelopathies (SCN4A)

i) Hyperkalemic periodic paralysis, ii) Paramyotonia congenita, iii) Potassium-aggravated
myotonia, iv) Painful congenital myotonia, v) Myasthenic syndrome, vi) Hypokalemic
periodic paralysis type 2, vii) Malignant hyperthermia susceptibility.

Although the mechanism of action is poorly understood [68], the carbonic anhydrase
inhibitors are found often to be successful for the treatment of periodic paralysis. However
certain local anesthetic/antiarrhythmic agents(most common one is Mexiletine) have an-
timyotonic activity and are often used to treat nondystrophic myotonias [69]. A Flecainide
have utility in severe forms of myotonia that are resistant to mexiletine [70]. Long-term
treatment of myotonia with these blockers is often limited for side effects.

Cardiac sodium channelopathies (SCN5A)

i)Congenital long QT syndrome (Romano-Ward), ii) Idiopathic ventricular fibrillation
(Brugada syndrome), iii) Isolated cardiac conduction system disease, iv) Atrial stand-
still, v) Congenital sick sinus syndrome, vi) Sudden infant death syndrome, vii) Dilated
cardiomyopathy, viii) conduction disorder, ix) arrhythmia.

β-Adrenergic blockers are used for therapy in LQTS although this treatment strategy
is less efficacious in the setting of SCN5A mutations [71]. In vitro evidences suggest that
mexiletine counteract the aberrant persistent Na+ current and shorten the QT interval [72]
in SCN5A mutation carriers. Flecainide has also been observed to shorten QT intervals
in the setting of certain SCN5A mutations [73]. Class III-type antiarrhythmic agents such
as quinidine, sotalol etc are beneficial in Brugada syndrome [74].

Neuronal sodium channelopathies

Neuronal channelopathies are divided generally in two classes as follows,

A. Brain sodium channelopathies (SCN1A, SCN2A, SCN1B): i)Severe my-
oclonic epilepsy of infancy (Dravet Syndrome), ii) Generalized epilepsy with febrile
seizures plus(GEFS+), iii) Intractable childhood epilepsy with frequent generalized tonic-
clonic seizures, iv) Benign familial neonatal-infantile seizures.
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B. Peripheral nerve sodium channelopathies (SCN9A): Familial primary ery-
thermalgia.

In principle, the imbalance of excitation and inhibition should be corrected by drug
treatment. Unfortunately, treatment with antiepileptic drugs such as phenytoin, carba-
mazepine, and lamotrigine shows adverse effects on patients with DS [75, 76]. Current
best therapy for patients with DS uses combinations of four-drug combination of valproic
acid, the benzodiazepine clobazam, topiramate, and stiripentol, which has shown efficacy
in the treatment in France and elsewhere in Europe [77] in 2011. Benzodiazepines such as
clonazepam and clobazam are broadly effective antiepileptic drugs for GEFS+ epilepsy
as well as many other types of epilepsy. Levetiracetam binds to the synaptic vesicle
protein SV2 and effectively prevents seizures in GEFS+ and a broad range of epilepsy
syndromes [78].

2.5.5 Theoretical and computational modeling

The development of theoretical models of ion channels reflects advancements in our un-
derstanding of channel gating. Since most data are collected outside of the physiological
cellular environment, the model provides a tool for simulation in physiological conditions
that cannot be maintained during experiments. Also using models, we can understand
the electrophysiological behavior of the cell in presence of a mutation or drug intervention
that alters a single voltage-dependent transition. Thus accurate models for drug testing
is important [79].

To date, the majority of models have used Hodgkin-Huxley models although is insuf-
ficient to reproduce even basic features of voltage gated channels. Recently Markovian-
based models of normal and mutant cardiac Na channels are repeatedly being validated
and improved as new experimentally datas are being obtained. The models accurately
simulate single channel properties such as latency to first opening, distribution of mean
open times, voltage dependence of mean open times, distribution of channel closed times,
and gating behavior of single channels. Macroscopic current properties are also accu-
rately reproduced, including current-voltage relations, voltage dependence of activation
and availability, and time and voltage dependence of channel recovery from inactivation.
These accurate channel models can be used to investigate state-specific binding of drugs to
the channels within the complex integrative cell. Clancy-Rudy Model, 1999-2002 [80, 81]
of cardiac Nav1.5 channel is a one notable markov model which fits experimental data
with high degree of accuracy and widely being utilized for pharmacological studies now a
days.
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2.6 Nonequilibrium Response Spectroscopy

Experimentally, the ion channel kinetics is usually studied by the patch clamp technique
which is an extension of the voltage clamp technique, used for estimating the multiple ion
channel activities. In both cases, a certain voltage pulse is given to ion channel and the
ionic current during the relaxation of channel protein to its equilibrium potential [82–84]
is measured. Therefore, in this technique the response properties of channel protein is
measured during its relaxation from one non-equilibrium state to its equilibrium state.
However, in a nerve cell opening and closing of the voltage-gated ion channels occur com-
pletely at the non-equilibrium environment [85]. This is due to the fact that for accepting
a nerve impulse the equilibrium potential of a nerve cell is changed. For returning back
to its equilibrium potential, gradually sodium and potassium channels start opening and
as a consequence, action potential propagates along the nerve cell [4]. To understand
more about the activity of channel proteins in the non-equilibrium environment recently
a new technique, the non-equilibrium response spectroscopy [86,87] is developed. In this
technique the response properties of channel protein are measured by applying the con-
tinuously oscillating [88] or fluctuating voltage [89]. Continuous supply of energy from
the external voltage forces the ion channel to show its response characteristics in the
non-equilibrium environment [89]. This sort of nonequilibrium response spectroscopic
technique provides new aspects of ion channel gating kinetics that standard stepped-
potential protocols can not provide [86]. It is seen that subtle details of the kinetics that
are otherwise invisible when conventional stepped pulses are visible if NRS technique is
used. As a consequence, the kinetics can be probed in a much more sensitive way by sup-
plementing conventional techniques with measurements of the responses to more complex
voltage waveforms.

To study the thermodynamics of the system in nonequilibrium environment we present
here some recent literature on the development of the Nonequilibrium Thermodynamics
in the next subsection.

2.6.1 Nonequilibrium thermodynamics: Entropy balance

In this thesis we have extensively used nonequilibrium quantities like entropy produc-
tion rates. Thus we first discuss the entropy balance equation derived previously for a
Markovian process [90–95]. Here we consider an open system driven by external agent is
in contact with the environment with temperature, T. The total number of states m is
finite. Thus the probability to find the system in a state m at time t is denoted by pm(t)



2.6 Nonequilibrium Response Spectroscopy 43

who’s evolution with time is described by the master equation as follows:

ṗm(t) =
∑
m′

Wm,m′pm′(t), (2.12)

where the transition rate matrix satisfies

∑
m

Wm,m′ = 0. (2.13)

Now different mechanisms, ν can cause the transitions between states m. Also, if we
suppose these rates to be time dependent via a control variable λ, we have the following
situation,

Wm,m′ = Wm,m′(λt) =
∑

ν

W ν
m,m′(λt). (2.14)

If the control variable λt is time dependent, the system is said to be externally driven. If
the rates are “frozen” at a particular values W ν

m,m′ , we shall get a corresponding unique
stationary distribution, pst

m, as the rate matrix is irreducible and the system will always
eventually reach that state. It is given by the normalized right eigenvector of zero eigen-
value of the transition matrix,

Wm,m′(λ)pst
m(λ) = 0. (2.15)

Now the system’s Shannon entropy [90,94,95] (Boltzmann constant kB = 1) is given by,

S(t) =
∑
m

pm(t) ln pm(t). (2.16)

Using equation (2.12)and (2.13) and omitting (t) from pm and λt from W, we get

Ṡ = −
∑
m

˙pm ln pm

= −
∑

m,m′,ν

W ν
m,m′ ln pm

p′
m

= 1
2
∑

m,m′,ν

[
W ν

m,m′pm′ −W ν
m′,mpm

]
ln pm′

pm

= 1
2
∑

m,m′,ν

[
W ν

m,m′pm′ −W ν
m′,mpm

]
ln

W ν
m′,mpm′

W ν
m,m′pm

+1
2
∑

m,m′,ν

[
W ν

m,m′pm′ −W ν
m′,mpm

]
ln

W ν
m′,m

W ν
m,m′

(2.17)
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Now the term fluxes, Jν
m,m′ and corresponding forces, Xν

m,m′ are defined as,

Jν
m,m′(t) = W ν

m,m′(λt)pm′(t)−W ν
m′,m(λt)pm(t), (2.18)

and
Xν

m,m′(t) = ln
W ν

m′,m(λt)pm′(t)
W ν

m,m′(λt)pm(t)
. (2.19)

With this definition the master equation (2.12) can be written as

ṗm(t) =
∑
m′,ν

Jν
m,m′(t) = Jm,m′(t), (2.20)

where we define
Jm,m′(t) = Jν

m,m′(t). (2.21)

The system’s entropy production rate can thus be written as in the familiar form of
irreversible thermodynamics [96],

Ṡ(t) = Ṡe(t) + Ṡi(t) (2.22)

The quantityṠe(t) is called the entropy flow and is expressed as,

Ṡe(t) = 1
2
∑

m,m′,ν

Jm,m′(t) ln
W ν

m′,m(λt)
W ν

m,m′(λt)

=
∑

m,m′,ν

W ν
m,m′(λt)pm′(t) ln

W ν
m′,m(λt)

W ν
m,m′(λt)

, (2.23)

= −
∑

m,m′,ν

W ν
m,m′(λt)pm′(t) ln

W ν
m,m′(λt)

W ν
m′,m(λt)

and the positive quantity Ṡi(t) is called entropy production and it is defined as,

Ṡi(t) =
∑

m,m′,ν

W ν
m,m′(λt)pm′(t) ln

W ν
m,m′(λt)pm′(t)

W ν
m′,m(λt)pm(t)

= 1
2
∑

m,m′,ν

Jν
m,m′(t)Xν

m,m′(t) ≥ 0 (2.24)

The entropy production, Ṡi(t) is zero only if the detailed balance condition is satisfied,
i.e,

W ν
m,m′(λ)pm′ = W ν

m′,m(λ)pm (2.25)
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The above mathematical descriptions can be applied to any system which is de-
scribed by a master equation. The transitions between states m due to different physical
mechanisms(ν) can correspond to exchange of heat with different reservoirs where the
transition rates of mechanism ν must obey the local detailed balance condition. It follows
that Ṡi(t) is also equal to the total entropy production Ṡtot(t) in system plus environment.
If the environment remains at equilibrium at all times using detailed balance as in equa-
tion (2.25), it will not have its own internal entropy production. The above description in
terms of the system alone is not complete, the irreversible processes taking place in the
environment also needs to be considered. Thus the entropy flow is equal to the minus of
the entropy increase in the reservoir, i.e Ṡe(t) = −Ṡr(t). The microscopic origin of these
relations can be found in the reference [97].

2.6.2 Adiabatic and nonadiabatic entropy balance

In equation (2.19) the force X can be split in an adiabatic contribution, A and a nonadi-
abatic contribution, N such as,

Xν
m,m′(t) = Aν

m,m′(λt) + Nm,m′(t), (2.26)

where
Aν

m,m′(λt) = ln
W ν

m,m′(λt)pst
m′(λt)

W ν
m′,m(λt)pst

m(λt)
(2.27)

and
Nm,m′(t) = ln pst

m(λt)pm′(t)
pst

m′(λt)pm(t)
. (2.28)

Thus the total entropy production can be split into an adiabatic and a nonadiabatic
contribution as follows,

Ṡi(t) ≡ Ṡtot(t) = Ṡa(t) + Ṡna(t) (2.29)

with
Ṡa(t) = 1

2
∑

m,m′,ν

Jν
m,m′(t)Aν

m,m′(λt) ≥ 0 (2.30)

=
∑

m,m′,ν

W ν
m,m′(λt)pm′(t) ln

W ν
m,m′(λt)pst

m′(λt)
W ν

m′,m(λt)pst
m(λt)

, (2.31)

Ṡna(t) = 1
2
∑

m,m′
(t)Nm,m′(t) ≥ 0

= −
∑
m

ṗm(t) ln pm(t)
pst

m(λt)
. (2.32)
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There are basically two ways possible by which a system can be brought out of equi-
librium: one, by applying steady nonequilibrium constraints (adiabatic contribution) or
by driving (nonadiabatic contribution). The term “adiabatic” here does not mean the
absence of heat exchange, but it means the instantaneous relaxation to the steady state.
Both Ṡa and Ṡna(t) are non-negative entropy productions as follows from Jensen’s inequal-
ity, ln x ≥ 1 − x for x > 0, together with Eqs. (2.13) and (3.15). The non-negativity of
these quantities agree with the fact that the trajectory entropies sa and sna obey detailed
fluctuation theorems[33]. The nonadiabatic entropy production is zero in the adiabatic
limit pm(t) −→ pst

m(λt). The adiabatic entropy production, divided by the temperature of
the reservoir is called the house-keeping heat [98,99].

2.7 Dynamic Hysteresis

Dynamic hysteresis is a phenomenon observed in many physical and chemical systems
and had been studied experimentally for more than two decades [100,101]. Figure (2.13)
shows the typical nature of the dynamic hysteresis, right). This notion often contrasts
the common conception of This dynamic hysteresis is different from the general behavior
of any protein fixed where response-vs-stimulus relationship is observed as seen from
figure ( 2.13, left). Hysteresis is the signature of memory developed in the system as a
result of complex dependence of the system’s response to the external stimulus. Thus
it is believed that voltage-gated channels remembers their recent past or they can alter
their response(voltage-dependence) to changes occurred in membrane potential. This
dynamic voltage dependence in voltage-gated ion channels have strong impact on electrical
signaling [102,103].

One of the earliest examples of hysteresis in channels was reported in 1982 on gating
currents in the squid giant axon [104]. The gating currents arise from the movement
of intrinsic charges in voltage-gated channel protein [105] which causes conformational
changes to occur and therefore various activities of the channel come to play [105, 106].
The relationship between the net mobilized gating charge(Q) and the associated mem-
brane potential(V) for the activation of Na+ channel in the squid giant axon shifts toward
more negative voltages when the membrane is held at 0 mV, instead of -70 mV [104].
This phenomenon indicated that the voltage dependence of channels vary with the type
of activity. Similar observations were found with the excitation-contraction coupling in
frog skeletal muscles [107]. Studies showed that gating currents from L-type Ca2+ [108],
voltage gated potassium channels also show hysteretic behavior [109–111]. It was be-
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Figure 2.13: Comparison between a non-hysteretic and a hysteretic system. A) The
response of a non-hysteretic system is a fixed function of the stimulation. No changes in
the responses-stimulus relationship are observed except as the magnitude of a stimulus
varies. B) In contrast, the path of activity of hysteretic systems changes as a function of
stimulus applied, but also depends on whether the magnitude of the stimulus is decreasing
or increasing. Source: Reference [103].

lieved that inactivation processes might have been the reason behind the hysteresis. But
the recent studied has refuted such ideas by altering or blocking the inactivation process
using pharmacological methods or genetic modulation. Thus inactivation has no signifi-
cant role in hysteresis [109,111]. The Hyperpolarization-activated cyclic-nucleotide-gated
HCN ion channels, also known for the “funny current” [112], essential for the regulation
of pacemaking activity in the heart and brain, are recently found to show dynamic hys-
teresis. Experimental and computer simulation have shown that the stability of electrical
rhythmic activity are critically dependent on the hysteretic activity of HCN [113–115].
Recently, the pore-forming protein lysenin has shown hysteresis due to its transport and
regulation characteristics similar to ion channels [116–118].

2.7.1 Reason of dynamic hysteresis:

It is observed that when the period of the transmembrane voltage is comparable with
the protein relaxation time, the ion current through the channel depends on prehistory
and the standard conditions of hysteresis is achieved. A distinctive feature of such chan-
nels has high sensitivity of its conformational equilibrium to the transmembrane voltage.
As the different conformations of the channel-forming protein has significantly different
conductances a strong nonlinearity arises in the channel stationary current-voltage char-
acteristics [4]. Although the equilibration of the channel-forming protein may occur very
slowly.
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Several theoretical works [119–122] although not many including dynamic hysteresis
model has been proposed. Here we briefly discuss the model provided by Pustovoit et
al. [123]. A membrane containing N channels and each of which can be in one of the two
conformational states of differing conductances. The transitions between the two states
are Markovian and can be described by the kinetic scheme. The kinetic scheme in 2.14

k

k 1

2

PP1 2

Figure 2.14: Kinetic Model: P1 and P2 are the probabilities of finding the channel in
state 1 and state 2. The transition rates k1 and k2 are voltage dependent functions, such
as k1 = k0

1 exp(−α1V ) and k2 = k0
2 exp(α2V ). k0

1 and k0
2 are the rates in the absence of

the external voltage and αi are inversely proportional to the absolute temperature.

was first time was proposed by Mueller and Rudin [124] and demonstrated for individual
channels by Ehrenstein et al. [125]. The probability P1 of finding the channel in state 1
at time t can be found by solving the rate equation

dP1(t)
dt

= −k1(t)P1(t) + k2(t)[1− P1(t)]

= k2(t)− k(t)P1(t), (2.33)

where k(t) = k1(t) + k2(t). The solution is

P1(t) = P1(t0)e
−
∫ t

t0
k(t1)dt1 +

∫ t

t0
e

−
∫ t

t1
k(t2)dt2

dt1. (2.34)

The periodic voltage of period T is switched on at t = 0. Here VT (t) is the time-
dependent external voltage of the form V (t) = H(t)VT (t), where H(t) is the Heaviside
step function and VT (t) is a periodic function of t, VT (t + T ) = VT (t). As t −→∞, P1(t)
become periodic, P1(t + T ) = P1(t).

Considering only the probability of finding the channel in state 1 and omitting the
subscript in the notation of this probability, i.e. P1 ←→ P (t) and using the solution in
(3.29) we can write P(t) for nT < t < (n + 1)T , n= 0, 1...., denoted by P (t|n) as

P (t|n) = P (nT ) exp
[
−
∫ t

nT
k(t1)dt1

]
+
∫ t

nT
k2(t2) exp

[
−
∫ t

t2
k(t1)dt1

]
dt2. (2.35)

Using Eq. (3.29) one can write a recursion formula connecting the probabilities P(nT)
and P((n + 1)T):

P ((n + 1)T ) = γP (nT ) + a0, (2.36)
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where γ and a0 are given by

γ = exp
[
−
∫ T

0
k(t)dt

]

and
a0 =

∫ T

0
k2(t2)exp

[
−
∫ T

t2
k(t1)dt1

]
dt2.

The recursion formula in Eq. (2.36) helps expressing the P(nT) in terms of P(0) which
is the equilibrium probability of finding the channel in state 1 in the absence of external
voltage, P (0) = k0

2/(k0
1 + k0

2). Eventually we obtain

P (nT ) = γn k0
2

k0
1 + k0

1
+ 1− γn

1− γ
a0 (2.37)

Expressions in Eqs. 2.35 and 2.37 give the probability P(t) at any t. As n −→ ∞ the
probability P(nT) approaches its asymptotic value,

lim
n→∞

P (nT ) = a0

1− γ
. (2.38)

Substituting this into Eq. 2.35 we find the asymptotic long- time behavior of the proba-
bility P(t), which will be denoted by P∞(t),

P∞(t) = lim
n→∞

P (t|n) = a(t)
1− γ

, (2.39)

where function a(t) is given by

a(t) =
∫ t+T

t
k2(t2) exp

[
−
∫ t+T

t2
k(t1)dt1

]
dt2. (2.40)

One can see that a(0) = a0. Function a(t) is periodic, a(t + T) = a(t). As a consequence,
P∞(t) is also periodic, P∞(t + T ) = P∞(t).

Expressions in Eqs. 2.39 and 2.40 show that P∞(t) is prehistory dependent. This
dependence disappears in the limiting cases of very slow and very fast variation of the
voltage (Fig. 2.15). In these limiting cases P∞(t) takes the following form:

P∞(t) = k2(t)
k(t)

for slow V(t) (2.41)
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Figure 2.15: Dynamic hysteresis. The loop area vanishes at very low and very high
frequency of voltage. In some intermediate frequency the loop has maximum area.

and
P∞(t) = < k2(t) >

< k(t) >
for fast V(t) (2.42)

where the angular brackets denote averaging over the period of a periodic function f(t).
Loop area is an important quantity to measure dynamic hysteresis. It depends on the
frequency mean voltage and amplitude of the applied periodic voltage. When the static
hysteresis is absent the loop area vanishes in two limiting cases: i) at very slow and
ii) at very fast voltage change. When the voltage varies sufficiently slowly, the protein
molecule adjusts its conformational distribution to the instantaneous value of the voltage
and consequently the ion current being independent of the prehistory does not show
hysteresis. Oppositely when the period of the voltage change is much shorter than the
characteristic protein relaxation time, the protein molecule cannot follow fast variations
of the voltage and sees only its average value. As a consequence, the current through the
channel becomes again independent of the prehistory, and the hysteresis loop collapses to
a single line. Thus, the loop area first monotonically grows with the frequency of voltage
change, reaches a maximum, and then vanishes as the frequency tends to infinity.

2.7.2 Memristor

Dynamic hysteresis is a signature of dynamic memory [126–128] which is also a property
of a memristor device originally envisioned in circuit theory [129, 130]. Recent studies
show that the sodium and potassium channels behave almost similarly like locally-active
memristors. They exhibit all of the fingerprints that a memristor device show such as i)
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the characteristic pinched hysteresis in Lissajous figures in the voltage-current plane ii)
the vanishing loop areas at very low and very high frequency of the periodic excitation. iii)
There exist specific clockwise and anti-clockwise direction of hysteresis curves. However,
in ion channels the studies are mainly concentrated on the kinetic properties that too
are not performed in biophysical ranges and the energetic aspects were overlooked. A
voltage-controlled memristor is defined [128] by,

i = G(x1, x2, ..., xn; v)v

dxk

dt
= fk(x1, x2, ..., xn; v), k = 1, 2, .., n, (2.43)

where G in the first equation is a piecewise continuous and bounded function of
(x1, x2, ..., xn; v) , called the memductance of the memristor. The state variables
(x1, x2, ..., xn) in the second equation depend on the internal state of the memristor and
is defined by “n” 1st-order differential equations of states.

A current-control memristor is defined by,

v = R(x1, x2, ..., xn; i)i

dxk

dt
= fk(x1, x2, ..., xn; i), k = 1, 2, .., n, (2.44)

where R is a piecewise continuous and bounded function of n state variables (x1, x2, ..., xn),
called the memristance of the memristor.

Just as the Hodgkin-Huxley circuit model has stood the test of time, its constituent
potassium ion-channel and sodium ion-channel memristors are destined to be classic
examples of locally-active memristors in future textbooks on circuit theory and bio-
physics [128].

2.8 Neuronal Synchronization

Neuronal synchronization is described as the correlated appearance of neuronal events
occurring at the same time which are associated with various physiological functions.
Generally it involves adjustment or phase locking of rhythms between two or more neu-
rons which leads to a stable phase difference of membrane voltage oscillations such as
coincidence of action potentials. The existence of synchronization region in brain has
been confirmed by Riehle et al. [131] who investigated the rhythm synchronization be-
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tween different neurons. Phase synchronization in different regions of brain is associated
with complex biological function. Furthermore, the synchronization of gamma wave was
observed by Montgomery et al. [132]. Many researchers later investigated the dynamical
properties using the well known neuron models [133–135] while some did biological ex-
periments [136, 137]. For example, Gu et al. [136] proposed a new neuron model which
can detect complex dynamical behaviors in electrical activities efficiently for larger pa-
rameter region. For realistic neuronal systems composed of a large number of neurons
with non-identical neurons, it is very important to investigate the collective nature of
synchronization in neuronal networks [138, 139]. Due to diversity of realistic systems,
phase synchronization [140] between coupled neurons is more acceptable than complete
synchronization.

2.8.1 Chemical synaptic mechanisms of synchronization

Synaptic interaction is the most common mechanism of communication between neurons.
Neurotransmitter released by presynaptic terminus activate the postsynaptic cell recep-
tor and the generation of inward or outward currents depolarizes or hyperpolarizes the
postsynaptic cell [141]. In general both the excitatory and inhibitory synaptic interaction
contribute to synchronization of neuronal activity.

2.8.2 Gap-junctions and synchronization

The existence of gap junctions or electrical synapses in the mammalian brain has been
known for long times [142]. Electrophysiologists consider gap junctions of great impor-
tance by most mammalian. Gap junctions or electrical synapses allow direct flux of ions
between connected cells therefore providing a mechanism of communication which is ac-
tion potential independent [143]. The large internal diameter, approx 1.2 nm, of many gap
junction channels allows not only flow of electric current, largely carried by K+ ions, but
also exchange of small metabolites and intracellular signaling molecules. Gap junctions
can synchronize electrical activity and may subserve metabolic coupling and chemical
communication as well [144]. If few cells are connected through electrical synapses, any
change of membrane voltage in one neuron would trigger current flow between coupled
neurons leading to corresponding changes of membrane voltage in the latter cells leading
to synchronization. In cortical networks, groups of GABA-releasing interneurons [145] and
glial cells [146] are interconnected via gap junctions. There is a set of indirect evidences
suggesting that electrical coupling may occur between axons of pyramidal neurons [147].
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Figure 2.16: Diagram of a typical gap junction. Source: Reference [148] .

2.8.3 Synchronizing the Hodgkin-Huxley neurons

The synchronization between two HH neurons connected via gap junctions is presented
as follows. xi,M and xi,S (i = 1, 2, 3, 4 and subscripts M, S stand for the master and slave
system, respectively) be the four variables V, n, m and h in each system. The master
neuron is represented by the following set of equations:

ẋ1,M = 1/CmM
[IextM

−gmax
KM

x4
2,M(x1,M−EKM

)−gmax
NaM

x3
3,Mx4,M(x1,M−ENaM

)−glM (x1,M−ELM
)

ẋ2,M = αn(x1,M)(1− x2,M)− βn(x1,M)x2,M ,

ẋ3,M = αm(x1,M)(1− x3,M)− βm(x1,M)x3,M ,

ẋ4,M = αh(x1,M)(1− x4,M)− βh(x1,M)x4,M ,

and the slave system is proposed to be governed by the equations:

ẋ1,S = 1/CmS
[IextS

− gmax
KS

x4
2,S(x1,S −EKS

)− gmax
NaS

x3
3,Sx4,S(x1,S −ENaS

)− glS (x1,S −ELS
)

+C0(x1,M − x1,S), (2.45)

ẋ2,S = αn(x1,S)(1− x2,S)− βn(x1,S)x2,S,

ẋ3,S = αm(x1,S)(1− x3,S)− βm(x1,S)x3,S,

ẋ4,S = αh(x1,S)(1− x4,S)− βh(x1,S)x4,S,

where the added term C0(x1,M −x1,S) in Eq. (2.45) represents a feedback synchronization
force. Normally the parameters such as Cm, gmax

KM
, gmax

NaM
, gL, ENa, EK and EL of the slave
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neurons are reduced by very small percentage to keep the two neurons asynchronous, so
that they can not “share time solutions”. The term C0 is interpreted as a synaptic like
control current where C0CmM

is a constant synaptic conductance.

By solving these coupled differential equations with proper selection of parameters and
external current the desynchronized spiking patterns of master and slave system which
can be seen to have transition to a regularly synchronized state of the action potentials
using control action [149].

Figure 2.17: Spiking patterns of the master (solid line) and slave (dashed line) systems for
the action potentials in desynchronized and synchronized states. The forcing functions
amplitude and frequency parameters as specified in the text IextM

(t) = 2.58 sin (0.245t);
IextS

= sin (0.715t). Source: Reference [149].
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Chapter 3

Nonequilibrium Response And
Dynamic Hysteresis Of A Voltage
Gated Sodium Ion Channel

In this chapter we have studied the dynamic as well as the non-equilibrium thermody-
namic response properties of voltage-gated Na-ion channel. Using sinusoidally oscillating
external voltage protocol we have both kinetically and energetically studied the non-
equilibrium steady state properties of dynamic hysteresis in details. We have introduced
a method of estimating the work done associated with the dynamic memory due to a cycle
of oscillating voltage.We have quantitatively characterized the loop area of ionic current
which gives information about the work done to sustain the dynamic memory only for
ion conduction, while the loop area of total entropy production rate gives the estimate of
work done for overall gating dynamics. The maximum dynamic memory of Na-channel
not only depends on the frequency and amplitude but it also depends sensitively on the
mean of the oscillating voltage and here we have shown how the system optimize the
dynamic memory itself in the biophysical range of field parameters. The relation between
the average ionic current with increasing frequency corresponds to the nature of the av-
erage dissipative work done at steady state. It is also important to understand that the
utilization of the energy from the external field can not be directly obtained only from
the measurement of ionic current but also requires nonequilibrium thermodynamic study.

66
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3.1 Introduction

The study of the voltage-gated sodium ion channel is still gaining intense attention in
neuro-physiology as they play an important role in generation and propagation of the
action potential [1, 2]. A lot of effort [3] has been devoted to understand the individual
channel-gating dynamics by fitting the experimentally measured ionic current with that of
the theoretical one estimated from the suitable Markov model [4–9]. Experimentally, the
ion channel kinetics is usually studied by the patch clamp technique and voltage clamp
technique where the ionic currents during the relaxation of channel protein from one
non-equilibrium state to its equilibrium state is measured [10–13]. However, in a nerve
cell opening and closing of the voltage-gated ion channels occur completely at the non-
equilibrium environment [14]. To understand more about the activity of channel proteins
[15] in the non-equilibrium environment the non-equilibrium response spectroscopy [16,17]
comes handy where energy is continuously supplied to the system from external sources
using oscillating [18] or fluctuating voltage [19] protocol which forces the ion channel go
far from its equilibrium and allow us to study its response characteristics in the non-
equilibrium environment [16].

One of the most interesting non-equilibrium response activity of channel protein is the
dynamic hysteresis which is detected by measuring the ionic current at different applied
voltages. The special characteristic feature of dynamic hysteresis is that it vanishes at ex-
treme adiabatic (very low frequency) and non-adiabatic (very high frequency) limits [20].
In the voltage-gated ion channel, it is developed when the period of the oscillating ex-
ternal voltage is comparable to the characteristic relaxation time of the conformational
transitions between the corresponding Markov states which are responsible for the overall
gating-dynamics of the channel protein [21–23]. Several kinetic as well as thermodynamic
studies have been carried out by focusing their motivation to find out which external and
internal factors controlls the stabilty of the dynamic hysteresis on or how this dynamic
memory is related to the biological memristor [24–26] and the corresponding circuit the-
ory based studies of the shape and size [26] of the hysteresis curves. However, in this
regard a basic question remains unresolved, namely, the inherent physical meaning of the
dynamic hysteresis loop area of the ionic current versus voltage curve. To answer this
basic question, several related questions come into the picture which are as follows: (I)
The dynamic hysteresis is a signature of the dynamic memory developed in a system.
Therefore, by observing the hysteretic nature of ionic current as a function of voltage, we
can infer that the dynamic memory developed in an ion channel for ion conduction should
be an inherent property of the channel protein. The ionic current is related only with the
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open state probability of the channel protein. But the overall gating process of ion channel
depends not only on the open state but it also depends on the several physiological states
like closed, open and inactivated states [27,28] in Na channel. So a natural question arises
whether the kinetically studied ionic current only carries the sufficient information about
the memory capacity of channel protein for ion conduction or does it play a fractional role
of the overall gating-dynamics? (II) If ionic current just represent partly, then how can we
measure dynamic memory developed in the channel protein for the overall gating-process?
(III) How this memory depends on the parameters of the external oscillating field i.e.,
frequency, amplitude and the mean voltage? Is there any optimum amplitude, frequency
and mean voltage where the dynamic hysteresis becomes maximum? (IV) What are the
thermodynamic signatures of dynamical hysteresis and the physical interpretations of the
loop areas? (V) How the ionic current at steady state is related to the dissipative work
done in presence of oscillating voltage protocol?

To answer these questions, here we have studied the kinetic as well as the non-
equilibrium thermodynamic response properties of a voltage-gated Na-ion channel by
considering the sinusoidally oscillating external voltage protocol. A master equation has
been constructed on the basis of the familiar nine-state Markov model of Na-ion channel
of Vandenberg and Bezanilla [29] which is well established from subsequent other stud-
ies [18]. For completeness we have calculated the kinetic and thermodynamic properties
of ion channel at constant voltage. For oscillating voltage case, we have thoroughly stud-
ied the inherent physical nature of the dynamic hysteresis observed in both kinetic and
non-equilibrium thermodynamic response properties of the channel protein. We have also
studied the relation between the average ionic current and the dissipative work done at
steady state. An approximate analytical solution of the master equation has been pro-
vided for oscillating voltage at steady state to estimate the role of the inactivated states.

Layout of this chapter is as follows. In section (2) kinetic scheme of sodium channel
master equation and various entropy production rates of nonequilibrium thermodynamics
have been discussed. We have described constant voltage clamp technique in section
(3). Nonequilibrium response to oscillating voltage protocol is studied in section (4). We
have investigated the hysteresis and the dissipative work done at steady state in different
subsections. In section (5) we have provided the approximate analytical expressions for
qualitative understanding of the numerical results. In section (6) we have given a brief
comparison of our results with another popular model of sodium channel. Finally, the
chapter is concluded in section (7).
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3.2 Master Equation and Nonequilibrium Thermo-
dynamic Description

In this section at first we have described the nine state model of sodium channel and its
corresponding master equation and rate parameters. Then the kinetic and nonequilibrium
thermodynamic aspect of the channel subjected to constant and time dependent external
voltage protocol have been discussed.

3.2.1 Kinetic scheme and master equation description

To describe the kinetics of the Na+ ion channel, here we have considered the familiar nine
state model proposed by Bezanilla and co-workers [29]. In this proposed model we have
considered the data of human NaV 1.5 [17] of the sodium channel. Here the ion conducting
state or open state is represented by P5, whereas the states, P1 to P4 are closed states
and P6 to P8 are the inactivated states. At the resting potential (−70 mV), the most
preferred state is P0. However, when depolarization occurs after passing through several
sequential closed states, the channel goes to the open state and produces the macroscopic
ionic current, I(t) by in-fluxing of Na+ ions into the cell. Then the channel enters into
the inactivated states and the inward ionic current is terminated.
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Figure 3.1: The nine state kinetic model [29] of sodium channel is shown here. At resting
potential the channel is in P0 state. During depolarisation, several conformational changes
occur in channel protein and it goes from close states P0 to P4, to open state, P5 and
subsequently it enters into the inactive states, P6, P7 and P8.
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The voltage-dependent forward and backward transition rates, αn(V (t)) and βn(V (t)),
respectively are given by

αn(V (t)) = αn(0) exp
[

qneV (t)δn

kBT

]
,

and
βn(V (t)) = βn(0) exp

[
−qneV (t)(1− δn)

kBT

]
. (3.1)

Here q±
n (s) are the gating charges involved with each forward and backward transitions,

respectively. αn(0) and βn(0) represents the forward and backward transitions at zero
voltage, respectively with kBT/e = 24.4 mV, where e = fundamental electric charge, δn is
dimensionless fractional electrical distance (0 < δn < 1), u=1.2, a parameter used in this
model [17] and T is the absolute temperature.

The time evolution of the probabilities of the nine states can be written in terms of two
general master equations. For convenience we have considered two indices, “A” and “I”
which represent the active states (P0 to P5) and inactive states (P6 to P8), respectively.
The master equation corresponding to the active state can be written as:

dPA(i, t)
dt

= ω+
(i−1)(V (t))PA(i−1, t)+ω−

(i+1)(V (t))PA(i+1, t)−ω+
(i)(V (t))PA(i, t)−ω−

(i)(V (t))PA(i, t)

+δ3,i[−l1(V (t))PA(i, t) + l−1(V (t))PI(2i, t)]

+δ5,i[−l2(V (t))PA(i, t) + l−2(V (t))PI(i + 3, t)], (3.2)

where PA(i, t) represents the probability of remaining in the i-th active state at time t.
Similar sort of expression holds for inactive state master equation as

dPI(i, t)
dt

= ω+
(i−1)(V (t))PI(i−1, t)+ω−

(i+1)(V (t))PI(i+1, t)−ω+
(i)(V (t))PI(i, t)−ω−

(i)(V (t))PI(i, t)

+δ6,i[l1(V (t))PA(i/2, t)− l−1(V (t))PI(i, t)]

+δ8,i[l2(V (t))PA(i− 3, t)− l−2(V (t))PI(i, t)]. (3.3)

For active states with population PA(i, t), the value of i ranges from 0 to 5, whereas for
inactive states, i= 6, 7 and 8. ω+

i (V (t)) and ω−
i (V (t)) are designated as the forward and

backward transition rates of i-th state. For example, for the state PA(3, t), the associated
rates are ω+

2 = α1, ω+
3 = α2, ω−

4 = β2 and ω−
3 = u2β1 which can be found from the

Fig. (3.1). Here l1 = α4 , l−1 = β4, l2 = α5 and l−2 = β5. The parameters associated
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with these nine coupled differential equations are given in the following TABLE I. At any
instant of time, t the ionic current I(t) is calculated by the following equation,

I(t) = g0gV (t)(V (t)− Vr)P5(t). (3.4)

Here g0 and gV are experimentally fitted parameters describing the voltage dependence
of the sodium ion conductance as described in the caption of the TABLE I.

n αn(0)(s−1) βn(0)(s−1) qn δn

1 4779 10.3 2.83 0.053
2 5045 12.1 3.16 0.5
3 1684 2360 0.077 0.78
4 19.8 * * 0.12
5 800 59.8 0.16 0.33

Table 3.1: Model parameters are given here with β4(V ) = α4(V )β5(V )
α5(V ) , is a constraint

to maintain microscopic reversibility [17]. The total gating charge of the model is 11.8
e. gV is the instantaneous conductance, fitted by a third order polynomial, expressed as
gV (t) = g0+g1V (t)+g2(V (t))2+g3(V (t))3, where unit of g(V ) is µS and g1 = −8.21×10−4,
g2 = −4.72× 10−6, g3 = 1.49× 10−8. g0 = 0.0169 is the overall scaling factor representing
the cell expression rate. These values are obtained from the fit used in the model to
account for the instantaneous voltage dependence of the channel conductance [17]. Vr is
the reversal potential for the sodium ion channel under study, usually 67.0 mV.

3.2.2 Nonequilibrium thermodynamic features of sodium chan-
nel

Here we have provided the nonequilibrium thermodynamic features of the sodium channel
in terms of the entropy production rates. Here we have considered that the system remains
in contact with the environment with temperature, T. We begin with the definition of
system entropy [30] as,

Ssys(t) = −kB

∑
i=0

Pi(t) ln Pi(t), (3.5)

where kB is the Boltzmann constant. The system entropy production rate (epr) is calcu-
lated to obtain the following expression,

Ṡsys(t) = kB

2
∑
i,j

[
qij(V (t))Pi(t)− qji(V (t))Pj(t)

]
ln
[

Pi(t)
Pj(t)

]
. (3.6)
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Here, qij is the transition rate which converts the state from i to j. Similarly reverse
transition occurs for qji. Now the system epr [31,32] is defined as,

Ṡsys(t) = Ṡtot(t)− Ṡmed(t), (3.7)

where Ṡtot(t) is total epr and Ṡmed(t) is the medium epr, appearing due to entropy flux
into the surroundings [33, 34] as follows,

Ṡtot(t) = kB

2
∑
i,j

[
qij(V (t))Pi(t)− qji(V (t))Pj(t)

]
ln
[

qij(V (t))Pi(t)
qji(V (t))Pj(t)

]
, (3.8)

and,

Ṡmed(t) = kB

2
∑
i,j

[
qij(V (t))Pi(t)− qji(V (t))Pj(t)

]
ln
[

qij(V (t))
qji(V (t))

]
. (3.9)

Now, for the constant voltage case all the transition rates associated with these eprs are
time independent and for oscillating voltage case they are functions of both voltage and
time. In addition one should note that when detailed balance holds the total epr vanishes
i.e, Ṡtot = 0 as qij(t)Pi(t) = qji(t)Pj(t), which is clearly a case of equilibrium situation
where all other eprs are also zero. On the contrary when ˙Stot > 0, it should go to a
nonequilibrium steady state which demands the situation of broken detailed balance, i.e,
qij(t)Pi(t) ̸= qji(t)Pj(t).

There is an another way [35] of expressing total epr as the sum of adiabatic(Ṡa(t)) and
nonadiabatic(Ṡna(t)) contributions which is relevant to our work having time dependent
external perturbation that breaks the detailed balance.The expressions are as follows,

Ṡa(t) = kB

2
∑
i,j

[
qij(V (t))Pi(t)− qji(V (t))Pj(t)

]
ln
[

qij(t)P st
i (Vt)

qji(t)P st
j (Vt)

]
, (3.10)

and
Ṡna(t) = kB

2
∑
i,j

[
qij(V (t))Pi(t)− qji(V (t))Pj(t)

]
ln
[

Pi(t)P st
i (Vt)

Pj(t)P st
j (Vt)

]
, (3.11)

where P st
i (Vt) is the stationary or equilibrium probability the system would have if the

driving voltage was frozen at time t at the value, Vt. For very slow driving i.e when
the system is in the adiabatic limit the system at all times remains in steady state with
P ss

i (t) → P st
i (Vt) where P ss

i (Vt) is the steady state probability and consequently the
nonadiabatic epr becomes zero. However, for finite rate of driving, the nonadiabatic epr
is nonzero. The net flux, J(t) is given by J(t) = ∑

i,j qij(t)Pi(t)− qji(t)Pj(t).
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3.3 Voltage Clamp Dynamics

Generally the voltage clamp technique is used by electro-physiologists to measure the ionic
currents through the membrane of excitable cells while holding the membrane voltage at
a set level. A series of voltage ramp can be used which allows the membrane voltage
to be altered independently of the ionic currents allowing to study the current-voltage
relationship of the voltage gated sodium channel (VGSC). In subsection 3.1 we have
shown the response of channel in presence of constant voltage in terms of ionic current,
probabilities of different states, steady state current and entropy production rates. In
subsection 3.2 we have given the steady state expression of the open state probability
using detailed balance condition. For the constant voltage case (between two successive
applied voltage) the transition rates become time independent as the voltage is kept
constant throughout the time course of study.

3.3.1 Kinetic studies and equilibrium features

In this subsection we have studied the constant voltage case using numerical computation
using Runge-Kutta algorithm for solving coupled differential equations with P0=1 as
initial condition. All the rate constants and the parameters are already given in previous
section. Here, we have studied the transient and steady state probabilities, macroscopic
current and system, medium and total entropy production rates. From Fig. 3.2(a) it is
important to note that with the onset of depolarization, ionic current initially increases
with influx of sodium ionic current inside the cell. After passing through a maximum (
since I(t) is -ve, as more negative value implies more influx of current into the cell) ionic
current decreases and attains a steady value. So the first part of increasing ionic current
is called the activation and the decreasing part of ionic current is called inactivation. It
is also observed from the graphs of ionic current that with the increasing depolarization,
inactivation occurs in a faster rate. Now, from the Fig. 3.2(c) and (d) it is observed that
the magnitude of open state probability and the ionic current at steady state is very low
indicating that the inactivation has already occurred, as the inactive states,( P6, P7, P8)
are much more populated than the open state, P5 as observed from Fig. 3.2(b), where
V= -30 mV is taken as an example. Here one should note that the sodium channel works
extremely fast as observed from the kinetic picture of the ionic current and probability
curves which says it almost immediately activates and then deactivates by completing
its task within a few milliseconds which is actually needed for the instantaneous faster
generation of action potential.
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Figure 3.2: Constant voltage case and the equilibrium features are shown in this figure.
In Fig. (a) Ionic current at depolarizations V= -45, -30, +15 mV at constant is plotted, in
Fig. (b) open state probability and three inactive state probabilities are shown in -30 mV.
In Fig. (c) steady state probabilities of open state at different voltage has been plotted. In
Fig (d) corresponding steady state ionic currents at different voltages are shown. Fig (e)
shows that for all depolarisations mentioned in Fig. (a) the total epr ultimately vanishes.
In Fig. (f) all three eprs are shown for -30 mV which shows all eprs vanish ultimately.
The unit of entropy production rates are JK−1S−1.

Next we have studied the thermodynamics of the system in terms of three entropy
production rates in presence of constant voltage. As seen from the Fig. 3.2(e) that
for constant external voltage, (Vt) the system quickly reaches to equilibrium suggested
by vanishing Ṡtot(t) which also satisfies the detailed balance condition i.e Jst = 0 =
qij(Vt)P st

i (Vt)− qji(Vt)P st
j (Vt). Thus from equation (3.10) and (3.11) we can write,

Ṡst
tot = 0 = Ṡst

a = Ṡst
na. (3.12)

Thus if the voltage is fixed at Vt the ion channel ultimately relaxes to equilibrium
satisfying Jst = 0 . Thus it is important to note that even when the voltage is time de-
pendent, as Jst = 0 we shall always have Ṡa(t) = 0 for all values of t as seen from equation
(3.10) for ion channel. The corresponding Ṡsys and Ṡmed also vanishes independently con-
firming that the system ultimately equilibrates or adjusts itself with the constant external
perturbation as seen from Fig. 3.2(f).
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3.3.2 Steady state solution

Here we have estimated the open state probability, P st
5 at steady state for constant voltage

which indeed allow us to study the steady state current, Ist as usually observed in the
experiments. At constant voltage case the system reaches at equilibrium. With each
different voltage the equilibrium steady state alters and attains new value holding detailed
balance. Using the detailed balance and normalizing condition i.e., ∑i=8

i=0 P st
i = 1, we

obtain the steady state solution of the probabilities. The expression of the P5 then
becomes,

P5 = 1
β2β3
α2α3

(x + y) + β3
α3

+ z
, (3.13)

where, x = u2α1β1(β1+α1)+β3
1

α3
1

, y = (1 + γ1 + γ1α2
α3+β2

), z = (1 + γ2 + γ2β3
α3+β2

), γ1 = α4/β4, γ2 =
α5/β5. The open state probability of sodium channel does not show powered Boltzmann
Distribution [20] but arises in more complex way as shown in Fig. 3.2(c) and the corre-
sponding ionic current is calculated using the expression Ist = g0gV (V − Vpr)P st

5 and the
nature of steady state ionic current is shown in Fig. 3.2(d).

3.4 Nonequilibrium Response To Oscillating Voltage
Protocol

Motivated by the experimental work of Kargol et al. [16], here we have theoretically
studied kinetic as well thermodynamic response properties of Na+channel by considering
the sinusoidal oscillating voltage protocol. This sort of nonequilibrium response spec-
troscopic technique provides new aspects of ion channel gating kinetics that standard
stepped-potential protocols can not provide [19]. Comparing the models of Vandenberg-
Bezanilla [29] and Millonas-Hanck [17] for the same system(i.e, human cardiac isoform,
hH1a) Kargol [19] showed that both the models fit with the experimental data for the
stepped-potential protocols equally well. For custom designed fluctuating voltage pulses
that drives the protein molecule far from its equilibrium state, both the models fit the
experimental data [19] almost equally well. Therefore we selected this model for studying
nonequilibrium response using oscillating voltage protocol.

In this section, at first we have studied the time-dependent variation of the response
properties of Na-channel. Then the kinetic and thermodynamic response properties of
channel protein have been discussed at steady state. Here we mainly concentrate our
discussion to explain the significance of the kinetic and thermodynamic hysteresis loop
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areas. Besides in this sub-section we have also discussed about the determination of the
optimum frequency, mean voltage as well as the amplitude of the external oscillating
voltage where the magnitude of the hysteresis loop area becomes maximum. Finally, with
a rigorous thermodynamic analysis we have shown how the ionic current is related to the
dissipative work done by the system at steady state as a function of frequency of external
protocol with varying amplitudes and mean voltages.

3.4.1 Nonequilibrium response dynamics

Here the sinusoidal external voltage is expressed as V (t) = V0 + A sin(ω t) where V0 =
−70 mV is the mean voltage around which it oscillates with amplitude, A=45 mV and
frequency, ω. Here the transition probabilities evolve dynamically depending on the time
dependent voltage, V (t). First we have studied the transient behaviour of the system in
Fig. (3.3). In Fig. 3.3(a), (b) and (c) we have plotted I(t), P5(t) and Ṡtot(t) as a function
of time for two different frequency values, 50 and 100 Hz of the the oscillating voltage.
In Fig. 3.3(d), all the entropy production rates, Ṡtot(t), Ṡm(t) and Ṡsys(t) are drawn as
a function of time for a particular frequency, 100 Hz. Similarly the time variation of
P6(t), P7(t) and P8(t) are plotted at frequency, 50 Hz. The common trend in all these
figures is that all the kinetic and thermodynamic response properties reach at steady
state within a very small time interval and start oscillating around a steady value which
is consistent with the experiments done earlier [36]. It is shown that with increasing
frequency values, the steady state reaches faster. From Fig. 3.3(c), we observe that
the total epr at these two frequencies oscillate around a steady value whose magnitude
is always greater than zero indicating the non-equilibrium steady state (NESS) due to
non zero flux, Jss(t) = qij(V (t))P ss

i (V (t)) − qji(V (t))P ss
j (V (t)) ̸= 0. Thus at NESS the

dissipation function, Ṡss
tot(t) = Ṡss

na(t) > 0 as Ṡss
a (t) = 0 for all values of t as stated earlier.

The total epr of the channel comes entirely from the non-adiabatic contribution arising
due to the external driving. It is also seen from the Fig. (e) that at NESS the inactive
states are mainly populated which also oscillate periodically.

3.4.2 Dynamic hysteresis in sodium channel

Dynamic hysteresis is a signature of dynamic memory [24–26] which is also a property of a
memristor device originally envisioned in circuit theory [37–40]. The main characterizing
feature is the memristor’s electrical resistance which is not constant but depends on the
history of current that had previously flowed through the device. There have been lots of
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Figure 3.3: Transient kinetic and nonequilibrium thermodynamic behaviors under oscil-
lating voltage protocol is shown here. In Fig. (a) I(t) has been plotted with time for
frequencies 50 and 100 Hz at amplitude 45 mV, in (b) Open state probability is plotted
for same values with time, in (c) total epr is plotted with time and in (d) all the three
entropy production rates are plotted with time at 100 Hz. For all the cases the value of
V0 is kept at -70 mV. The unit of entropy production rates are JK−1S−1. In Fig. (e) we
have plotted the probabilities of the three inactive states at 50 Hz.

studies on memristor mostly from circuit theory perspective and also extended to sodium
and potassium ion channels. A memristor shows dynamic hysteresis where loop areas
of time variant quantities like ionic current shrinks with increasing frequencies. The
hysteresis loops are pinched at single or multiple points with existing specific clockwise
and anti-clockwise direction of hysteresis. These newly developed dynamical responses
can mimic memristor properties and the learning and memory processes can be directly
realized as in circuit theory approaches [26]. However, in ion channels the studies are
mainly concentrated on the kinetic properties that too are not performed in biophysical
ranges and the energetic aspects are overlooked . Here we have studied the kinetic and
nonequilibrium thermodynamic aspects of the memristor properties of the sodium ion
channel.
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Here we have rigorously investigated the dynamic hysteresis of the channel at NESS
under periodic perturbation. We have chosen three different types of frequencies: very
low, medium and high frequency. The steady state ionic current, Iss(t) and the open state
probability, P ss

open(t) are plotted as a function of voltage in Fig. 3.4(a) and (b). From the
kinetic experiment we can measure Iss(t) and P ss

open(t). To get more biophysical insight
we have taken the amplitude of the oscillating voltage, A = 45 mV which covers the entire
biological range of activation and inactivation depolarisation of sodium channel, i.e.(-115
to -25 mV) and V0 = −70 mV which is the resting potential of the cell. By taking these
parameters, we have studied the kinetic response of Na-channel at steady state in one
complete cycle of the oscillating voltage. From Fig. (3.4)(a) and (b), we observe that
Iss(t) and P ss

open(t) shows dynamic hysteresis as a function of voltage which vanishes at
very low and high frequencies. At very low and high frequency regime, Iss(t)−V (t) curve
has no hysteresis loop indicating that the value of Iss(t) at a particular V (t) will be the
same during the voltage variation in the positive direction (−115 mV to -25 mV) as well
as in the reverse direction (-25 mV to −115 mV) in an one periodic cycle of the oscillating
voltage with V0 = −70 mV and A = 45 mV. Now the product of current and voltage,
I(t) × V (t) represents the power or work done per unit time by a system in the unit of
JS−1. So at very low and high frequency limits, the magnitude of the area of Iss(t)-V (t)
curve created during the voltage variation in the positive direction will be similar but
opposite in sign with that of the area of Iss(t)-V (t) curve in the reverse direction as the
system returns to the original state in the same path in which it previously travelled
in forward direction. Consequently, in an one periodic cycle, the overall power should
be zero at these two frequency regime. However, in the medium frequency, the areas of
Iss(t)-V (t) curves are originated due to the fact that the response to the voltage variation
in the positive direction is not the same with that of the negative direction. As a result, a
hysteresis loop area is formed which can be called as a power loop of the ion channel. In
the spirit of the studies on estimating the mechanical work and power output of the work
loop [41–45] which is used in muscle physiology of skeletal or cardiac muscle contractions
via in vitro muscle testing of whole muscles or single muscle fibers, here we have calculated
the work done per cycle associated with the dynamic hysteresis. Actually the area of the
power loop signifies the amount of work done associated the dynamic memory over a
periodic cycle of the oscillating voltage at steady state.

As the hysteresis is a signature of the memory [24–26, 46–48], so we can say that the
loop area of Iss(t)-V (t) curve carries the information about the memory of the channel
protein. Alternatively, in the energetic term, we can say that the loop area indicates the
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amount of work done by the channel protein per unit time maintained by the dynamic
memory [26] of the Na-channel. This dynamic memory is mainly generated due to the ion
conduction of the channel protein in presence of periodic voltage variation. To investigate
the work done by the channel protein or the power loop, we have calculated the area of
the loop by using the formula

Acur
h =

∮
Q(V (t))dV, (3.14)

where, Q = Iss(t) and Acur
h is the magnitude of the hysteresis loop area of Iss(t)-V (t)

curve. Here in Fig. (3.5)(a), (b) and (c), we have plotted the normalized loop area as
a function of frequency, mean voltage and amplitude, respectively. From Fig. 3.5(a)
it is seen that the hysteresis loop area of ionic current or the work done by the ion-
channel gradually increases with frequency of external voltage and after passing through a
maximum around 150 Hz with a magnitude of approximately 47.0 JS−1, it again decreases
down. This curve indicates that at a particular amplitude and mean voltage, the ion
channel works at its maximum for an optimum frequency. This maximum work is done
by the ion channel corresponds to the maximum dynamic memory developed in the Na-
channel due to non-linear response of the channel protein against an oscillating voltage.
This optimum frequency depends on the mean voltage as well as the amplitude of the
oscillating voltage.

For more detailed study, we kept the amplitude and frequency fixed at 45 mV and 150
Hz, respectively and varied the mean voltage which is shown in Fig. (3.5)(b). We have
found that around V0 = −55 mV, the channel works at its maximum with a magnitude
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Figure 3.5: Normalised loop area of ionic current for different parameters are plotted here.
In Fig. (a) hysteresis loop area of ionic current at amplitude 45 mV and V0= -70 mV is
plotted. The hysteresis loop area of ionic current at amplitude 45 mV and frequency 150
Hz has been plotted as a function of mean voltage V0 in Fig. (b). In Fig. (c) the area of
current is plotted as a function of amplitude keeping mean voltage fixed at -70 mV and
frequency at 150 Hz.

of approximately 57.0 JS−1 . It indicates that the capacity of the ionic conduction of Na-
channel becomes optimum at a certain mean voltage where the loop area of open state
probability at steady state should be maximum as the ionic current is directly related with
the open state probability. With increasing mean voltage, the vanishing ionic conduction
indicates the decrement of the value of the open state probability at steady state. From
numerical study we observe that with increase in the mean voltage, the probability of
the inactive states increases and simultaneously the closed and open state probabilities
decrease. Therefore, from this curve we can say that the maximum dynamic hysteresis
of Na-channel not only depends on the frequency but it also depends on the mean of the
external oscillating voltage. To investigate how the loop area varies with amplitude, here
we have plotted the normalized loop area of Iss(t)-V (t) curve as a function of amplitude
which is shown in Fig. (3.5)(c). We observe that with increasing the amplitude the the
loop area also increases and the maximum area shown here is approximately 58.0 JS−1.
The nature of the curve is pretty predictable in terms of the energetics. The energy
accepted by the channel from the oscillating voltage is proportional to the square of the
amplitude of the oscillating voltage. So at a particular frequency and mean voltage, if
the amplitude of the oscillating voltage is increased, the ion channel absorbs more energy
for its activation. Thus the ion conducting capacity of the ion-channel increases and as
a result the dynamic memory also increases. But giving excess energy to ion channel
may damage the channel protein and so determining the maximum amplitude needs a
proper experimental verification. However, here we choose the amplitude 45 mV so that
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the voltage variation should remain almost in the range of the action potential where the
Na-channel works in the living nerve cell [15].

To investigate more on the dynamic memory from current-voltage curve a natural
question arises whether the dynamic memory depends only on the open state probability,
P5 due to the overall gating dynamics of the Na-channel or it only provides the information
about the dynamic memory of the channel protein generated due to conduction of ions. To
clarify this, we have plotted the thermodynamic quantities per unit voltage variation at
steady state like the system entropy production rate as T Ṡss

sys(t)/V (t), the medium entropy
production rate as T Ṡss

med(t)/V (t) and the total entropy production rate as T Ṡss
tot(t)/V (t)

as a function of voltage in steady state which are depicted in Fig. (3.6) (a),(b) and
(c), respectively. The dimension of all of these thermodynamic loop areas are of power
in JS−1 . From the previous discussion we have observed that the dimension of the
loop area of Iss(t)-V (t) curve is also power. So what are the differences these kinetic and
thermodynamic loop areas implying? Actually, the thermodynamic quantities, namely epr
are calculated by considering the net flux-force formulation between the Markov states in
Na-channel scheme. Therefore, the loop area of T Ṡss

tot(t)/V (t) vs. V (t) is the total power
or work done by the ion channel per unit time associated the dynamic memory developed
for all over gating dynamics, including the dynamic memory for the ion conduction.
From Fig. (3.6)(d) the normalized loop area shows how the work done is carried out
with increasing frequencies by the ion channel for maintaining the dynamic memory for
overall gating dynamics. With increasing frequency the magnitude of the loop areas of
T Ṡss

tot(t)/V (t) vs. V (t) increases upto shown frequency range 5000 Hz.It should decrease
down at a very high frequency which we have verified from the numerical study. However,
to remain in a biophysical range and to tally with the loop area curve of Iss(t)-V (t), we
have drawn the figure for the highest frequency of 5000 Hz. From this study one can be
sure that the meaning of the kinetic and thermodynamic loop areas are different and they
carry different physical features. The kinetic loop area gives partial information such as
the idea of work done associated with the memory for ion conduction process which may
not represent the overall gating dynamics in presence of periodic external drive. Thus
thermodynamic study is essential for understanding the dynamic memory developed for
overall gating dynamics.

It is also interesting to point out that for ionic current at low frequency (ν) region
the loop area increases linearly with frequency and in the high frequency region it shows
the 1

ν
dependency for periodic perturbation [23]. But for sodium channel within the bio-

logically favourable kinetic range the total epr with growing hysteresis loop area depends
on frequency as (1− e

− ν
ν0 ), where ν0 is the approximate rate of increment of area or the
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direction. In all the cases the value of V0 is kept at -70 mV and amplitude is kept at
45 mV. The unit of total entropy production rates are JK−1S−1. In Fig. (d) the black
solid line is the normalised loop area of scaled total epr and the red dashed line is the
normalised loop area of the system entropy(see equation 3.5), both plotted as a function
of frequency.

slope of the curve. Here the normalised area of the system entropy, ASys
h in a complete

cycle has been plotted using equation (3.5) in figure 3.6(d). It shows similar trends in
very low frequency as loop area of ionic current showing a maximum at 200 Hz having a
magnitude approximately 61.0 unit and then gradually decreases down very slowly with
increasing frequency. The area of system entropy shows the amount of information stored
in the system dynamically. Thus at an amplitude 45 and mean voltage -70 mV the system
stores maximum information corresponding to the dynamic memory at around 200 Hz.
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3.4.3 Ionic current and dissipative work done at nonequilibrium
steady state

Next we have made a closer inspection of the time dependent energetics at NESS. To do
that we have plotted the average dissipative work, W ss

d over a complete cycle of oscilla-
tion at NESS with increasing frequencies ranging from very low to very high region. Here
we consider cycle average of total epr at NESS as < Ṡss

tot(t) >= 1/τ
∫ τ

0 Ṡss
tot(t)dt, where

τ is the time period of oscillation. One should note that Ṡss
sys(t) being a state function,

< Ṡss
sys(t) >= 0, as well as < Ṡad(t) >= 0 for all t as discussed earlier. The state function,

internal energy energy, U(t) at time t is defined as U(t) = −kBT
∑

i Pi(t) ln P st
i (Vt).

Now at NESS over a complete cycle the change in internal energy is also zero, i.e,
1/τ

∫ τ
0 U̇(t)dt = 0. Thus we have the following situation at NESS as,

< Ṡss
sys(t) >=< Ṡss

a >=< U̇ ss(t) >= 0. (3.15)

Using the definition of total epr and equation (3.15) we can write

< Ṡss
tot(t) >=< Ṡss

med(t) >=< Ṡss
na(t) > . (3.16)

We know the dissipative work, Wd(t) is related to total heat dissipation, (hd) by the
following equation [34]

U̇(t) + hd(t) = Wd(t) + T Ṡa(t), (3.17)

where hd(t) = T Ṡss
med(t). Now taking average on both sides of the equation (3.17) and

using equation (3.15) we can write T < Ṡss
med(t) >=< W ss

d (t) > . Again using equation
(3.16) we get the following expression for the average dissipative work

< W ss
d (t) >= T < Ṡss

tot(t) > . (3.18)

So in case of a strictly periodic external driving the cycle-averaged dissipative work
done and dissipative heat are synonymous which is also a measure of medium entropy
production rate. Thus at periodically driven NESS the average total entropy production
rate multiplied by temperature is the measure of dissipative work done by the system.

In Fig. 3.7(a) and (b), we have shown the average ionic current, < Iss(t) > and
the average dissipative work done scaled with temperature, < W ss

d (t) > /T at NESS
as a function of frequency for several amplitudes of the oscillating voltage by keeping
V0 = −70 mV. From Fig. 3.7(a) it is observed that at very low frequency limit, < Iss(t) >
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Figure 3.7: In Fig. (a) < Iss(t) > has been plotted with frequencies for amplitudes 10,
20, 30, 40, 50 mV and in (b) similar graph for < W ss

d (t) > at NESS at amplitude 45 mV
and mean voltage -70 mV. In Fig. (c) and (d) the average ionic current and average total
epr has been plotted with the frequencies for mean value of external field at -60, -50, -40,
-30 ,-20 and -10 mV respectively at amplitude of 45 mV. The unit of W ss

d (t) is JS−1 and
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gradually increases with increasing the frequency values. However, after passing through
a maximum it decreases down with increasing the frequencies. At extreme high frequency,
< Iss(t) > becomes independent of the amplitude of the oscillating voltage, whereas the
magnitudes of < W ss

d (t) > /T increases with increasing the amplitude values with a
constant rate. This is due to the fact that at extreme high frequency, say above the
frequency 4, 000 Hz, the ion channel totally fails to respond according to the fast time
varying voltage. But it responds according to the average value of the oscillating voltage
i.e., the mean voltage, V0 = −70 mV. In this scenario, the population of the closed
states become maximum, whereas, the population of other states such as P3 to P8 become
zero which is confirmed from our numerical study and from the approximate analytical
understanding of high frequency region, discussed in the next section. Therefore, in this
condition as the open state probability becomes zero for any amplitude of the oscillating
voltage, the ionic current which strictly depends on P5, becomes independent of the
amplitude. However, < W ss

d (t) > /T depends on all the fluxes and forces associated with
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the channel. So with increasing amplitude < W ss
d (t) > /T or the average dissipative work

done also increases. From Fig. 3.7(b), we also observe that at very low frequency, the
values of < W ss

d (t) > /T are very close to zero indicating that the system remains very
close to equilibrium. However, at high frequency, it has a finite value which indicates
that system remains at NESS. Therefore, although the extreme low and high frequency
regimes are associated with vanishing hysteresis but they are definitely thermodynamically
distinguishable.

For more clarity, we have plotted < Iss(t) > and < W ss
d (t) > /T as a function of

frequency for several mean voltage,V0 keeping the amplitude, A = 45 mV as constant.
The curves are drawn in Fig. 3.7(c) and (d), respectively. In Fig. 3.7(c), we observe
that for V0 = −60 mV to −40 mV, < Iss(t) > first increases with frequency and after
passing through a maximum it again decreases down. In these mean voltage, the maxima
are shifted towards high frequencies with increasing the values of V0. However, from
V0 = −30 mV to −10 mV, < Iss(t) > gradually increases with increasing frequencies but
it finally achieves a steady value which is quite independent of frequency. In these mean
voltage, the magnitude of < Iss(t) > decreases with increasing the values of V0 giving a
clear trend at high frequency. That means with increasing V0, < Iss(t) > first increases
but after a certain mean voltage it decreases down. That trend is quite similar to the
curve of the normalized loop-area of ionic current as a function of mean voltage which
is already shown in Fig. 3.4(b). Furthermore, from this observation we can say that
at high frequency regime, ⟨P ss

5 (t)⟩ also follows the same trend as ionic current. This is
due to the fact that with increasing mean voltage, the inactivated states become more
populated and the open state probability becomes very small. It is also confirmed from
our numerical analysis. In the moderate frequency regime < Iss(t) > as well as the
⟨P ss

5 (t)⟩ depends on the frequency values and the variation of < Iss(t) > and ⟨P ss
5 (t)⟩

with V0 also follows the similar trends as that of the high frequency regime. However, in
the extreme low frequency the trend is not followed by < Iss(t) >. In Fig. 3.7(d), we
have also plotted < W ss

d (t) > /T as a function of frequency for similar mean voltage with
keeping amplitude, A = 45 mV as constant. From Fig. 3.7(d), we have observed that at
very low frequency the value of < W ss

d (t) > /T remains quite close to zero. However, with
increasing frequency < W ss

d (t) > /T increases and it finally reaches to a steady value. In
this case we observe that variation of < W ss

d (t) > /T with V0 at high as well as moderate
frequency does not follow the similar trend with that of the variation of < Iss(t) > with
V0. Here we see that at moderate frequency regime with increasing V0, the values of
< W ss

d (t) > /T decreases gradually. At this regime, for V0 = −60 and −50 mV, the
values of < W ss

d (t) > /T is quite same. However, in the other V0 values < W ss
d (t) > /T

decreases with increasing V0. In the high frequency regime, the trend remain same for
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V0 = −30,−20 and −10 mV. But for V0 = −60,−50 and −40 mV it becomes totally
different.
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Figure 3.8: In Fig. (a) and (b) < Iss(t) > and < W ss
d (t) > has been plotted with the

power of external field at frequency 1.0 Hz. In Fig. (c) and (d) same have been plotted
for 150 Hz and in (e) and (f) for frequency 5000 Hz. For all the cases V0=-70 mV. The
unit of A2 is (mV)2.

Now for finding out how < Iss(t) > and < W ss
d (t) > /T depends on the input

energy accepted by the channel protein from the oscillating voltage, here we have plotted
them as a function of the amplitude square of the external voltage, A2 at three different
frequencies: low, 1.0 Hz; medium, 150 Hz and extreme high, 5000 Hz. We have chosen
the parameter A2 as it is directly proportional to the energy received by the system from
one cycle of the oscillating voltage at steady state. In Fig. 3.8 (a), (c) and (e), < Iss(t) >

versus A2 has been plotted for low, medium and high frequencies, respectively, whereas,
< W ss

d (t) > /T for these three different frequencies have been depicted in Fig. 3.8 (b),
(d) and (f), respectively. From Fig. 3.8(a) and (b) we observe that < Iss(t) > as well as
< W ss

d (t) > /T at NESS initially increase with increasing A2 and then get saturated. It
indicates that the capacity of channel protein to consume energy reaches a steady value
for producing the ionic current as well as for driving the overall gating-process over a
periodic cycle. The magnitude of < W ss

d (t) > /T shows that system is very close to
equilibrium. However, this capacity increases with increasing the frequency values which
we can predict by observing the variation of < Iss(t) > and < W ss

d (t) > /T in Fig.
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3.8 (c) and (d). In these two figures we see that at frequency 150 Hz, < Iss(t) > and
< W ss

d (t) > /T gradually increase with increasing values of A2 almost linearly. This
behaviour can be explained clearly in terms of the consumption of energy by the channel
protein associated with the dynamic memory developed inside it due to ion-conduction as
well as for the overall-gating dynamics. At this frequency, ion channel shows a significant
dynamic memory for ion conduction. From the previous discussion we have observed that
the dynamic memory capacity increases with increasing the amplitude of the oscillating
voltage which can be verified from Fig. 3.5(c). So for this reason, here < Iss(t) > and
< W ss

d (t) > /T increases with increasing A2 or the energy supply. However, in Fig.3.8(e)
and (f), we observe a different trend in the variation at very high frequency, 5000 Hz. In
this region, the magnitude of < Iss(t) > becomes very very small, almost zero, whereas
< W ss

d (t) > /T increases almost linearly with A2. This is due to the reason that at high
frequency with mean voltage of -70 mV, the population of open state probability and
related ionic current vanishes, but the population of P0 to P2 gradually increases. As the
involvement of all other states, such as P3 to P8 reduces in overall gating process, thus
with more supply of energy system will dissipate more, which is reflected in Fig. 3.8(f).

3.5 Approximate Analytical Expressions

Here we want to develop some qualitative ideas of the system dynamics under oscillating
voltage through some approximate analytical expressions. It is observed from Fig. (3.3)(d)
of numerical section that asymptotically inactive states get much more populated than
the actives states at steady states. Thus we want to solve the time dependent solution of
P6, P7, P8 using oscillating voltage protocol at limiting conditions, from low to moderately
high frequency region. Thus writing the probability equations of inactive states and using
the normalizing conditions ∑8

i=0 P (i, t) = 1 and after rearrangement we get following
three equations,

dP6

dt
= −x1P6 − x2P7 − x3P8 + y1

dP7

dt
= −x4P6 − x5P7 − x6P8 + y2

dP8

dt
= −x7P6 − x8P7 − x9P8 + y3 (3.19)

where, x1 = (α4 + α2 + β4), x2 = (α4 − β2), x3 = α4, x4 = −α2, x5 = (β2 + α3), x6 =
−β3, x7 = α5, x8 = (α5− α3), x9 = (α5 + β5 + β3), y1 = (1−P0− P1− P2− P4−P5), y2 =
0, y3 = (1−P0−P1−P2−P3−P4). Thus the equations can be written in matrix notation
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as follows,
d

dt
P(t) = −A(t)P(t) + Y(t) (3.20)

where, A(t) is a (3 × 3) matrix with transition probabilities and P(t) and Y(t) are the

(3× 1) column matrices. A(t) =


x1 x2 x3

x4 x5 x6

x7 x8 x9

 , P(t) =


P6

P7

P8

 , and Y(t) =


y1

0
y3

 .

Now the solution of the above time dependent equation (3.20) with suitable limit (t0 <

t
′
< t) gives us the following expression,

P(t) = exp
[
−
∫ t

t0
A(t′)dt

′
]
P(t0) +

∫ t

t0
exp

[
−
∫ t

t
′

A(t′′)dt
′′
]
Y(t′)dt

′
. (3.21)

Using the above expression we can write P(t) for mT < t < (mT + t) as,

P(mT + t) = exp
[
−
∫ mT +t

mT
A(t′)dt

′
]
P(mT )+

∫ (mT +t)

mT
exp

[
−
∫ (mT +t)

t
′

A(t′′)dt
′′
]
Y(t′)dt

′
,

(3.22)
where T is the time period of the oscillating voltage and m(=0,1,2,3..etc) is the index of
the oscillating period. When t=T, it becomes

P[(m+1)T ] = exp
[
−
∫ [(m+1)T ]

mT
A(t′)dt

′
]
P(mT )+

∫ [(m+1)T ]

mT
exp

[
−
∫ [(m+1)T ]

t
′

A(t′′)dt
′′
]
Y(t′)dt

′
.

(3.23)
and for m=0,

P[(m + 1)T ] = exp
[
−
∫ T

0
A(t′)dt

′
]
P(mT ) +

∫ T

0
exp

[
−
∫ T

t
′

A(t′′)dt
′′
]
Y(t′)dt

′
. (3.24)

Defining

Φ = exp
[
−
∫ T

0
A(t′)dt

′
]
,

and
∆0 =

∫ T

0
exp

[
−
∫ T

t
′

A(t′′)dt
′′
]
Y(t′)dt

′
, (3.25)

equation (3.24) can be rewritten as,

P[(m + 1)T ] = ΦP(mT ) + ∆0, (3.26)

where Φ is a (3 × 3) matrix, and ∆0 is a (3 x 1) column matrix. Now, putting
m=0,1,2,3..etc, and using the recursion relation using P(mT ) and P[(m + 1)T ] and using
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the sum rule of geometric progression we can write,

P(mT ) = ΦmP(0) +
[
I−Φm

][
I−Φ

]−1

∆0, (3.27)

where P(0) is the matrix having the initial probabilities of P6, P7, P8, i.e, P(0) =
P6

P7

P8

 =


0
0
0

 . Now, when m → ∞, Φm → 0 and P(mT ) reaches its asymptotic

value,

lim
m→∞

P(mT ) =
[
I−Φ

]−1

∆0. (3.28)

By substituting the above expression into equation (3.22) and taking the asymptotic long
time limit of the probability, P(mT + t), which is denoted by Pss(t), we get,

Pss(t) = lim
m→∞

P(mT + t) =
[
1−Φ

]−1

∆(t), (3.29)

where the expression of ∆(t) is defined as,

∆(t) =
∫ (t+T )

t
exp

[
−
∫ (t+T )

t
′

A(t′′)dt
′′
]
Y(t′)dt

′
. (3.30)

At this stage we separately show the expression of Pss(t) for low and high frequency
limits.

3.5.1 Low frequency limit

At a very low frequency, as T →∞, Φ→ 0, equation (3.29) becomes,

Pss(t) =
∫ T

0
exp

[
−
∫ t

′

0
A(t− t

′′)dt
′′
]
Y(t− t

′)dt
′
. (3.31)

As A(t′) and Y(t′) are slow varying functions in low frequency limit, so we can expand
them using Taylor expansion around t as, A(t− t

′′) ≃ A(t)− t
′′Ȧ(t′′), Y(t− t

′) ≃ Y(t′)−
t

′Ẏ(t′). Now, putting the above expansion we get,

exp
[
−
∫ t

′

0
A(t− t

′′)dt
′′
]

= (I + 1
2

Ȧ(t)t′ 2) exp[−A(t)t′ ]. (3.32)
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Thus we have to evaluate the following integration,

Pss(t) =
∫ T

0

[
(I + 1

2
Ȧ(t)t′ 2) exp[−A(t)t′

][
Y(t′)− t

′Ẏ(t′)
]
dt

′
. (3.33)

To find the integration, we have neglected the orders higher than 2 of t′ and we obtain an
expression as,

Pss(t) = Q(t)− [A(t)]−1Q̇(t), (3.34)

where, Q(t) = [A(t)]−1Y(t). Now, for slowly varying voltage the 2nd term is neglected to
obtain the final expression as,

Pss(t) = Q(t) = [A(t)]−1Y(t). (3.35)

Thus we finally obtain the expressions of P6, P7, P8 at low frequency as follows,

P ss
6 (t) = (1/D)

[
a11y1 + a13y3

]

P ss
7 (t) = (1/D)

[
a21y1 + a23y3

]

P ss
8 (t) = (1/D)

[
a31y1 + a33y3

]
, (3.36)

where D is the determinant of the matrix A and the value of the aij(s) are given in the
table below.

a11 = (x5x9 − x6x8) b11 = (< x5 >< x9 > − < x6 >< x8 >)
a13 = (x2x6 − x3x5) b13 = (< x2 >< x6 > − < x3 >< x5 >)
a21 = (x6x7 − x4x9) b21 = (< x6 >< x7 > − < x4 >< x9 >)
a23 = (x3x4 − x1x6) b23 = (< x3 >< x4 > − < x1 >< x6 >)
a31 = (x4x8 − x5x7) b31 = (< x4 >< x8 > − < x5 >< x7 >)
a33 = (x1x5 − x2x4) b33 = (< x1 >< x5 > − < x2 >< x4 >)

Table 3.2: In this table the expressions of aij for low frequency and bij for high frequency
are given.

Constant Voltage Steady State Limit

From equation (3.21) for constant voltage we can write

P (t) = (A)−1
[
I− e(−At)

]
Y. (3.37)
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where A and Y are constant in time and P(t0) =


P6

P7

P8

 =


0
0
0

 .

Now at steady state i.e, at t→∞ the equation (3.37) gets reduced to,

P eq = (A)−1Y. (3.38)

The difference between equations (3.35) and (3.38) is that the former is time dependent
and the later is constant in time. The nature of the equation at very low frequency
and constant voltage case are almost similar except the oscillating case has slow time
dependence.

3.5.2 High frequency limit

For the high frequency region, T → 0, then Φ can be written as follows,

Φ = I−
∫ T

0
A(t′)dt

′

or
Φ = I− T < A > . (3.39)

Thus, Pss(t) becomes,

Pss(t) = (I− Φ)−1∆(t) = (1/T )< A >−1∆(t) = (1/T )< A >−1
[ ∫ t+T

t
exp[−

∫ t+T

t′
A(t′′)dt

′′ ]Y(t′)dt
′
]
.

(3.40)
Now rearranging the above expression in the high frequency limit as,

Pss(t) = (1/T )< A >−1
[ ∫ t+T

t
Y(t′)dt

′ −
∫ t+T

t
′

A(t′′)dt
′′
∫ t+T

t
Y(t′)dt

′
]
,

or,

Pss(t) = (1/T )< A >−1
[∫ t+T

t
Y(t′)dt

′ − δ(t)
]

. (3.41)

As δ(t)→ 0, we get
Pss(t) = < A(t) >−1 < Y(t) >, (3.42)
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where, < A(t) >−1 =


< x1 > < x2 > < x3 >

< x4 > < x5 > < x6 >

< x7 > < x8 > < x9 >


−1

and < Y(t) >=


< y1 >

0
< y3 >


Thus we finally obtain the expressions of P6, P7, P8 at high frequency as follows,

P ss
6 (t) = (1/E)

[
b11 < y1 > +b13 < y3 >

]

P ss
7 (t) = (1/E)

[
b21 < y1 > +b23 < y3 >

]

P ss
8 (t) = (1/E)

[
b31 < y1 > +b33 < y3 >

]
, (3.43)

where, E is the determinant of the matrix < A >, and the value of the bij(s) are given
in TABLE II, the low frequency and high frequency expressions of the probabilities have
been checked directly with the numerical results, and have been found to match almost
entirely. Now the time dependent part, δ(t) → 0 has a significant physical meaning. In
the high frequency limit system fails to understand the tremendously fast variation of
external perturbation, and sees an average value. Thus the time dependent part vanishes
and the probabilities can be defined with the average values of system parameters. The
explicit time dependent expressions of these three inactive states are not easy to calculate
as they are coupled with other resting and active states. In very high frequency range,
i.e, above 5000 Hz, the system hardly responds to the external perturbation as if it fails
to sense the extremely fast voltage variation and sees the average value which is -70 mV.
At this potential system remains in resting state. We have found that the probability of
P0 becomes ≈ 1.0. In such a condition the elements y1 and y3 in Y(t) of equation(3.20)
also vanish giving P ss

6 (t) = P ss
7 (t) = P ss

8 (t) = 0.

3.6 Comparison With Other Models Of Sodium
Channel

Here we have given a brief comparison of our results with another popular model of sodium
channel. Although there exists many models of sodium channel [5, 17, 49–53] the main
problem in comparing with the model associated study using oscillating voltage protocol
is that it requires the voltage dependent expression of rate constants and instantaneous
conductance which is normally not available always. Most of the studies have considered
specific rates fitted for specific voltages. Also with time the model of sodium channel has
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improved a lot. Here we have taken the wild type (WT) sodium channel model of Clancy
and Rudy [54] for comparison.

This model satisfies almost all the experimental features as far as the current knowl-
edge of sodium channel are concerned. For example, a fast inactivation state(IF) and two
intermediate inactivation states(IM1 and IM2) are there to reproduce the complex fast
and slow recovery features of inactivation. Representation of the closed-state inactiva-
tion is included by two closed-inactivation states (IC2 and IC3). This allows for channel
inactivation from any of the closed available states, providing accurate representation of
channel availability throughout the physiological voltage range. This wild-type (WT) Na
model was developed on the basis of a wide range of data presented in the experimental
literature and also the model parameters were fitted over the wide physiological range (-
140 to +70 mV). Microscopic reversibility is ensured by fixing the products of the forward
and reverse transition rates of closed loops in the model.This model has also been tested
for drug binding kinetics [55] lately and found to be working satisfactorily. The model is
shown in Fig. (3.9). The functional form of voltage dependency of rate constants here
are very different from the rates in the Vandenberg-Bezanilla, 1991b model. The connec-
tivity of states along with the coupling rate constants are also very different in above two
models.
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Figure 3.9: Wild-type(WT) sodium channel model of Clancy & Rudy, 2002 [54]: C3, C2, C1
are closed states, O is the conducting state or open state. IC2 and IC3 are closed-
inactivation states. IF is the fast inactivation state and two intermediate inactivation
states, IM1 and IM2 are there to reproduce the complex fast and slow recovery fea-
tures of inactivation. Here α11 = 3.802/(0.1027 exp (−V/17.0) + 0.20 exp (−V/150)),
β11 = 0.1917 exp (−V/20.3), α12 = 3.802/(0.1027 exp (−V/15.0) + 0.23 exp (−V/150)),
β12 = 0.20 exp (−(V − 5)/20.3), α13 = 3.802/(0.1027 exp (−V/12.0)+0.25 exp (−V/150)),
β13 = 0.22 exp (−(V − 10)/20.3),α2 = (9.178 exp (V/29.68)), β2 = (α13α2α3)/(β13β3),
α3 = 3.7933 × 10−7 exp (−V/7.7), β3 = (0.0084 + 0.00002 × V ), α4 = α2/100, β4 = α3,
α5 = α2/(9.5× 104) and β5 = α3/50. The I(t) is calculated as I(t) = GNaP (O)(V −ENa)
where GNa= 23.5 mS/µF and the numerical value of ENa is taken as 67.0 mV.
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The important results of the model of Clancy and Rudy are shown in Fig. (3.10)
where we have compared the nature of time and voltage dependence of current and total
epr for the constant and oscillating voltage protocol with our previous results. In Fig.
(3.10) (a) we have plotted the I(t) for voltages -40, -30 and -20 mV, respectively. The
corresponding vanishing Ṡtot(t), in Fig. (3.10)(b) indicates the relaxation to equilibrium.
In Fig.(3.10) (c) the NESS ionic current is plotted for frequencies 0.1 to 100 Hz. It also
shows the dynamic hysteresis with the similar trend of vanishing loop areas at very low
and high frequencies. Similar trend of dynamic hysteresis is seen from the total epr curves
too as seen from Fig. (3.10) (d). It is also seen that with increasing frequency the magni-
tude of the total epr gradually increases which eventually shows similar trend as obtained
from Fig. (3.7) (b). It also leads to similar trend of power dependence as seen from
Fig. (3.8) (b),(d) and (f). From this comparison we can conclude that depending upon
the state connectivity and rate constants, the time and voltage dependence of the kinetic
and thermodynamic quantities may differ in shape and magnitude from model to model.
However, the qualitative nature of frequency, mean voltage and amplitude dependence of
the hysteresis and average dynamical response properties are very generic in nature.
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Figure 3.10: For constant voltage protocol, in Fig. (a) I(t) and in (b) Ṡtot(t) have been
plotted with time for voltages, -40, -30, -20 mV. For oscillating voltage protocol, in Fig.
(c) Iss(t) and in (d) Ṡss

tot(t) have been plotted for ν= 0.1, 1, 10 and 100 Hz with V0= -70
mV and A = 45 mV. For oscillating voltage case, ionic current, Iss(t) is plotted here in
the scale of GNa(V (t)), as the voltage dependence of the instantaneous conductance is
not available here. The unit of ionic current is µA µF−1 and Ṡtot(t) is JK−1S−1.
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3.7 Conclusion

We have provided a biophysical characterization of sodium ion channel through nonequi-
librium response spectroscopy in presence of oscillating voltage protocol. In addition to
the kinetic description, using the theory of nonequilibrium thermodynamics developed
recently in the last decade we have shown some important features which have not been
reported earlier.

(1) From thermodynamic analysis it is found that for constant voltage the system goes
to equilibrium, indicated by the vanishing total entropy production rate. This means
that system always adjusts itself with the existing constant perturbation. For oscillating
voltage system goes to a nonequilibrium time periodic steady state, indicated by the
non-zero total entropy production rate.

(2) Using nonequilibrium response approach, we have found that the ionic current
shows vanishing dynamic hysteresis at low and high frequency of external voltage but
these two domains are thermodynamically distinguishable.

(3) Although the various Markov models have been theoretically investigated for
sodium channel involving the studies of dynamic hysteresis through ionic current only,
they lack the precise understanding by more physically relevant quantities like work done
associated with dynamic memory loops. Performing an analysis of the hysteresis loop
areas similar to the concept of the work loop used in muscle physiology to evaluate the
mechanical work and power output, we have quantitatively characterised that loop area of
ionic current gives us information about the work done by the channel protein sustaining
the dynamic memory for ion conduction, while the thermodynamic loop areas gives the
information of work done sustaining memory for overall gating dynamics. Thus making
thermodynamic characterization essential for studying the role of dynamic hysteresis of
ion channel in addition to the traditional studies of ionic current.

(4) The maximum dynamic memory of Na-channel not only depends on the frequency
and amplitude but it also depends on the mean of the external oscillating voltage. Fixing
any of the two parameters one can obtain optimum value for other parameter where the
work done for the dynamic memory is maximum. The choice of mean voltage is very subtle
for sodium channel with sensitive dependence on frequency in the intermediate range. At
extremely high frequency system responds according to the mean voltage applied.

(5) The relation between the average ionic current and average dissipative work done
or energy loss to the surrounding with increasing frequency is of corresponding nature at
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the biophysical range. It is important to understand from this study that the utilization
of the energy from the external field can not be directly obtained from the measurement
of ionic current only.

(6) Here we have given a brief comparison of our results with another popular model
of sodium channel by Clancy and Rudy. It is shown that depending upon the state
connectivity and rate constants, the time and voltage dependence of the kinetic and ther-
modynamic quantities may differ in shape and magnitude from model to model, however,
the general trend of the frequency, mean voltage and amplitude response of the hysteresis
and average other dynamical properties are model independent.
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Chapter 4

Characterization Of Inactivation
Path In Voltage-Gated Na+ Ion
Channel By Non-Equilibrium
Response Spectroscopy

Inactivation path of voltage gated sodium channel has been studied in this chapter under
various voltage protocols as it is the main governing factor for the periodic occurrence and
shape of the action potential. These voltage protocols actually serve as nonequilibrium
response spectroscopic tools to study the ion channel in non-equilibrium environment. In
contrast to a lot of effort in finding the crystal structure based molecular mechanism of
closed-state(CSI) and open-state inactivation(OSI); here our approach is to understand
the dynamical characterization of inactivation. The kinetic flux as well as energetic con-
tribution of the closed and open- state inactivation path is compared here for voltage
protocols, namely constant, pulsed and oscillating. The non-equilibrium thermodynamic
quantities used in response to these voltage protocols serve as improved characteriza-
tion tools for theoretical understanding which not only agrees with the previously known
kinetic measurements but also predict the energetically optimum processes to sustain
the auto-regulatory mechanism of action potential and the consequent inactivation steps
needed. The time dependent voltage pattern governs the population of the conforma-
tional states which when couple with characteristic rate parameters, the CSI and OSI
selectivity arise dynamically to control the inactivation path. Using constant, pulsed and
continuous oscillating voltage protocols we have shown that during depolarization the OSI
path is more favoured path of inactivation however, in the hyper-polarised situation the
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CSI is favoured. It is also shown that the re- factorisation of inactivated sodium channel
to resting state occurs via CSI path. Here we have shown how the subtle energetic and
entropic cost due to the change in the depolarization magnitude determines the optimum
path of inactivation.

4.1 Introduction

Introduction Inactivation of sodium ion channel [1,2] is a self-controlled process necessary
to sustain the firing pattern of axon potential in excitable tissues [3,4,6,14]. In excitable
cells like neurons, muscles, cardiac and endocrine cells, the action potential is initiated
when a stimulus causes the membrane potential to reach a threshold which subsequently
results in depolarization. After the membrane potential reaches a threshold, voltage gated
sodium channels open, allowing an influx of positively charged sodium ions into the cell
and further depolarize it [7]. When the cell is depolarised enough the inactivation of
sodium channel occurs which inhibits the cell from further excitation [3]. Inactivated
state of sodium channel temporarily prevents the channel from reopening until the cell is
brought back to the resting potential by potassium channel by out-fluxing the K + ions
from the cell. If this inactivation process is hampered, various physiological problems
appear, like cardiac arrest, hyper excitability, hysteria, epilepsy etc [8–10]. The persistent
current has special functions associated with this inactivation process, such as integration
of synaptic potentials and acceleration of firing rates etc [11–13]. Various mutations and
hereditary diseases also affect the proper inactivation process which makes the sodium
channel an optimal drug target [14].

Inactivation of the Na + conductance in a squid giant axon was first characterized
by Hodgkin and Huxley [15]. Since then a lot of investigation on inactivation of sodium
ion channel at the functional and structural levels [4, 16–20] had been performed. These
studies showed that the inactivation process involves mainly two distinct and complex
molecular mechanisms. The well-known first type of the inactivation is the mechanism
that occurs from the open-state, so called open-state inactivation (OSI), at strongly de-
polarized membrane potentials. The other type of inactivation occurs from pre-open
closed states, the closed-state inactivation (CSI), at hyper-polarized and modestly depo-
larized membrane potentials. Thus voltage-gated Na + channel utilizes both OSI and
CSI [16, 17, 21, 22] paths. Although detailed mechanistic description of OSI is there [23],
much less is known about the CSI in this regard [24–26].
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For the previous few decades the majority of the studies of inactivation had been per-
formed by elctrophysiologists using usual voltage clamp and patch clamp techniques. But
recently developed non-equilibrium response spectroscopic technique [27, 28] has become
popular method to study the ion channels in non-equilibrium environment [29], using
continuously oscillating voltage protocol [30] or fluctuating voltage [31] or pulse train
voltage protocol. This sort of non-equilibrium response spectroscopic technique provides
new aspects of ion channel gating kinetics which standard stepped-potential protocols
cannot provide [30]. Beside all these although a great deal of effort has been exercised
to kinetically understand the molecular mechanism of inactivation, the nonequilibrium
thermodynamics in the problems of inactivation has never been applied. The study of
nonequilibrium parameters like total entropy production rates can be used to confirm
the kinetic results [32]. For oscillating voltage protocol, with its biophysically chosen
amplitude, frequency and mean voltage, the system replicates the neuronal oscillation
which arises due to oscillatory nature of the membrane depolarization. Also the pulse
train protocol is applied here which activates and then deactivates the channel providing
a scope to study the path of activation and then the recovery path from inactivation
to resting state during refractory period. Using these voltage protocols and nonequilib-
rium response properties we have characterised the inactivation path both kinetically and
thermodynamically which has not been studied earlier. In this respect we are mainly
interested here to understand the dynamical mechanism of inactivation in contrast to the
molecular mechanism which are traditionally searched for. More specifically using the
model of Vandenberg and Bezanilla [33] for various protocols here we have explored the
following queries regarding sodium ion channel inactivation:

1. How the channel does react to the constant voltage protocol and what is the
favoured path of inactivation in terms of CSI and OSI?

2. What is the preferred path of inactivation during test pulse and base pulses of pulse
train protocol and continuously oscillating voltage protocol?

3. How does the non-equilibrium thermodynamic quantities like total entropy produc-
tion rate contribute to the kinetic understanding?

4. How do these different voltage protocols collectively contribute towards our general
understanding of inactivation path or how the different response natures towards different
protocols enlighten the mechanism of channels inactivation path?
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4.2 Dynamical Characterization Of Inactivation

For the past few decades characterisation of inactivation has been an important topic
of research. Various models and theories [14, 16, 17] regarding fast, slow and ultra-slow
inactivation [3] have come up. Even though the crystal structure of sodium channel in
potentially two inactive states [34,35] are found, still the path of inactivation happens to
be a matter of debate. Almost all recent studies involve molecular structure related in-
formation which are very hard to speculate from theoretical perspective. Besides proper
non-equilibrium energetics of inactivation path has never been considered. Also how
does the different voltage protocols used in the experiments for characterizing the sodium
channel inactivation collectively contribute towards our basic understanding of inactiva-
tion path is still not addressed in a general framework. Thus studying the simple kinetic
flux analysis and thermodynamic contribution of total entropy production rates associ-
ated with these inactivation paths we have characterized the dynamical profiles of CSI
and OSI in this chapter. Before going to the different voltage protocols used, here we have
briefly discussed the kinetics and thermodynamics of inactivation path in the following
subsections.

4.2.1 Kinetics of CSI and OSI

There are two possible ways of inactivation as seen from the model (3.1). One is from pre-
open closed state, i.e. from P3 to P6 (CSI, closed state inactivation) and another is from
open-state, i.e. from P5 to P8 (OSI, open-state inactivation) [21, 26]. Both of the paths
are responsible for inactivation but depending on the kinetic rate parameters and voltage
protocols applied we can qualitatively understand here which one is the most favourable
path for inactivation, simply by calculating the net flux direction and magnitude. Here
we designate the CSI and OSI as follows,

CSI(t) = [α4P3(t)− β4P6(t)] and OSI(t) = [α5P5(t)− β5P8(t)] (4.1)

We have studied the total amount of flux associated with the closed-state inactivation
and open-state inactivation. Thus we have calculated the following quantities, which
provide the net amount of CSI and OSI occurred in a certain voltage up to the respective
steady-state.

ACSI =
∫ ts

0
CSI(t)dt and AOSI =

∫ ts

0
OSI(t)dt (4.2)



4.3 Constant Voltage Protocol 106

4.2.2 Nonequilibrium thermodynamic characterisation of inac-
tivation path

We concentrate on the total entropy production rates associated with the CSI an OSI
path. Thus the total entropy production rate of the CSI path is written as,

ṠCSI
tot (t) =

[
α4(V (t))P3(t)− β4(V (t))P6(t)

]
ln
[

α4(V (t))P3(t)
β4(V (t))P6(t)

]
. (4.3)

Similarly for open state inactivation path the total entropy production rates associated
can be written as,

ṠOSI
tot (t) =

[
α5(V (t))P5(t)− β5(V (t))P8(t)

]
ln
[

α5(V (t))P5(t)
β5(V (t))P8(t)

]
. (4.4)

Next we have defined here quantities such as F-CSI and F-OSI which are the per-
centages of the total epr associated with the close state inactivation path and open state
inactivation paths, respectively. These quantities are given as follows.

F − CSI(%) =
[

ṠCSI
tot (t)

Ṡtot(t)

]
× 100,

and
F −OSI(%) =

[
ṠOSI

tot (t)
Ṡtot(t)

]
× 100. (4.5)

These nonequilibrium thermodynamic quantities like total entropy production rates pro-
vide the information about the entropic cost associated with these two paths. The CSI-epr
and OSI-epr actually shows the dissipation of energy via these two paths. A path which
is more dissipative is more favoured by the system. The CSI-epr and OSI-epr actually
shows which path is more favourable during various depolarizations.

4.3 Constant Voltage Protocol

Generally the constant voltage clamp technique is used by electrophysiologists to measure
the ionic current through the membrane of excitable cells, while holding the membrane
voltage at a set level. The voltage clamp allows the membrane voltage to be manipulated
independently of the ionic current, allowing it to study the current-voltage relationship
of the voltage gated sodium channel. For the constant voltage case the transition rates
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become time independent as the voltage is kept constant throughout the time course of the
study. Before we start characterising the inactivation we have studied the ionic currents,
probabilities at different voltages numerically. We have used Runge-Kutta algorithm for
solving nine coupled differential equations here. All the rate constants and the parameters
are already given in the section of kinetic scheme.
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Figure 4.1: Characterization of inactivation at constant voltage. In (a) ionic current at
constant values of depolarization such as -45, -30, +15 mV are shown. In (b) open-state,
P5 and inactive states, P6 , P7 , P8 probabilities with time at a depolarization of -30 mV
is shown and in (c) total epr, Ṡtot(t) vs. time has been plotted for -45, -30 and +15 mV,
respectively. In (d) the integrated ionic current vs. various depolarization up to their
steady state points, ts have been shown

From the figure 4.1(a) it is seen that with the onset of depolarization ionic current
initially increases, allowing influx of sodium ion current inside the cell membrane, and
after passing through a maxima (maxima, because, I(t)= -ve, the more negative, the
more influx of current into the cell) ionic current decreases. Generally the first part of
increasing ionic current is called the activation and the decreasing part of ionic current
is called inactivation. From figure 4.1(b) it is observed that open-state probability P5

gradually decreases and the inactive states start rapidly and takes higher values than P0

to P5 states, inferring that the system ultimately goes to inactivated state.

In figure 4.1(c) we have plotted the total epr with time for -45, -30 and +15 mV. For
all the voltages it is seen that the system quickly attains the equilibrium as seen from
vanishing total epr [41]. For the constant depolarization system always adjust itself with
it and equilibrate finally. With the increase in depolarization, system goes to equilibrium
in a faster rate. Now as details balance holds in equilibrium with all opposite fluxes are
balanced by each other, thereby CSI and OSI also vanish. For this reason if we want
to study the paths of inactivation in terms of CSI and OSI, we have to keep the system
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driven or out of equilibrium by applying some external time dependent voltage protocol,
as discussed in the next two sections.

4.3.1 Activation and Inactivation dominated regions

It is also observed from 4.1(a) that with the increasing depolarization inactivation occurs
in a faster rate. As the activation and inactivation process occurs simultaneously it is hard
to differentiate this to process as they are mutually coupled to each other. We can at least
find the region of voltages where the activation process predominates and vice versa. So,
if we calculate the net amount of ionic current in-fluxed into the cell by calculating the
area under the curve of ionic currents in various depolarizations, up to their respective
steady states, we must observe a region of voltage in which the channel will allow more
and more current with more depolarizations. After a certain value of depolarization the
channel will close with much faster rate, inhibiting ion influx. The integrated ionic current
stated above is calculated as

IArea =
∫ ts

0
I(t)dt, (4.6)

where ts is the time to achieve the steady state for a certain voltage. ts changes as
voltage changes. As the voltage increases from -ve region to +ve region the ts decreases.
In 4.1(d), I Area is plotted against various depolarizations. From this figure it is observed
that up to ≈ −70 mV there was no current influx as -70 mV is the resting potential of the
cell. Above ≈ −70 mV, the integrated ionic current, I Area increases and that is why it is
called as the activation dominated region(-70 to -50 mV). After that the integrated ionic
current decreases and so the rest of the part is inactivation dominated region. Given the
rate constants the ranges of these domains vary in different sodium channels.

4.3.2 Choice of voltage region to study inactivation

Choice of voltage region to study inactivation is one of the important task we have to do
in constant voltage protocol. To extract information about inactivation it is instructive
to study the system in a voltage region where inactivation predominates, especially for
the model oriented studies, where activation phenomena can affect the inactivation less.
Beside the kinetic model and rate parameters also determine the region where one should
study the model for inactivation. In our model we have found that for constant voltage
case, it is worth studying inactivation above -55 mV. In the figure (4.2) we have plotted
the sum of the probabilities of all three inactive states, (P6 + P7 + P8) along with the
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three resting states, (P0 +P1 + P2). From the curves we can see that the channel actually
gains probability of attaining inactivated state above -55 mV, below which the probability
of remaining in the resting states is very high or the system hardly activates. Thus for
constant voltage protocol it is worth studying the system above -55 mV where the channel
has maximum probability of attaining inactivation. Once again we want to mention that
this voltage region varies from model to model and with associated rate parameters. Thus
for the next analysis regarding the inactivation, we have applied the voltage starting from
-55 mV to above.
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Figure 4.2: Choice of voltage range. In (a to d) The collective probability of the resting
states(see text) and the inactive states have been plotted for voltage -60, -55, -50 and -45
mV, respectively.

4.3.3 Waiting Time analysis of inactive states

To characterize the inactivation process we want to study the mean waiting time for
inactivation in different voltages. The inverse of this quantity shows an approximate rate
of inactivation. Now we calculate the mean waiting time as follows,

< tin
wt >=

∫ ts

0

d(P6 + P7 + P8)
dt

dt, (4.7)

where we calculate the mean waiting time of overall inactivation including all the inactive
states such as P6 , P7 and P8 . Then we plot the mean waiting time as a function of
voltage.
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Figure 4.3: Waiting time analysis. In (a) waiting time analysis at different voltages with
α5(0)= 1000, 800(original), 600 and 400 s−1 have been plotted up to their steady-states.
In (b) similar waiting time analysis is done for α4(0)= 60, 40, 19.8(original) and 10 s−1.

In figure 4.3(a)and (b), the mean waiting time has been plotted for various depolar-
izations. It is seen that from -50 mV the mean waiting time gradually decreases with in-
creasing depolarization. As with increasing depolarization inactivation occurs with faster
rate the mean waiting time decreases. This result is also consistent with the result of
figure 4.1(c).

As we are interested in the inactivation path, next we have shown the effect of change
in the rate constants associated with the CSI and OSI paths. The change of rate constants
can be physically attributed to the mutation originated disorders. Various mutations and
hereditary diseases can change the rates of the path of inactivation. Here we have changed
the rate constants a 5 and a 4 to observe the effect in mean waiting time associated with
OSI and CSI, respectively. In figure 4.3(a) we have varied the α5(0) from 400 to 1000
s−1 , where green dot-dashed line with 800 s−1 is the original rate constant as mentioned
in Table 1. Similar plots have been done for figure 4.3(b) for α4(0) from 10 to 60 s−1 .
It is quite expected that with increasing rate constants, the mean waiting time should
decrease as the rate of inactivation increases. This is also evident from figure 4.3(a) and
(b). It is worth mentioning that the change in the rate constants of CSI path do not
affect the mean waiting time or rate to a considerable amount. But the change in the rate
constant of OSI path affects the overall rate of inactivation considerably which intern also
concludes that the OSI path of inactivation occurs in a much greater extent than CSI in
this voltage region.
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4.3.4 Constant voltage inactivation path

Now we have come to our desired goal of characterization of the inactivation path in
constant voltage protocol. Here we have observed the total amount of flux associated
with the closed-state inactivation and open-state inactivation. Thus we have calculated
the following quantities, which provide the net amount of CSI and OSI occurred in a
certain voltage up to the respective steady-state.

ACSI =
∫ ts

0
CSI(t)dt and AOSI =

∫ ts

0
OSI(t)dt. (4.8)
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Figure 4.4: Path of inactivation in constant voltage protocol. In (a) the A CSI (see text)
and in (b) the A OSI (see text) are plotted for various voltages, respectively.

The definitions of CSI and OSI have been taken from equation (4.1). In figure 4.4(a)
and (b) ACSI and AOSI are plotted. It is seen that the net amount of CSI is lesser than
the OSI for all voltages. Also it is seen that with increasing depolarization the amount of
CSI decreases but OSI increases. Thus it is observed that in this region of depolarization
OSI is the most preferred path of inactivation. In general most of the sodium channels
use both CSI and OSI. However some channels undergo more inactivation from the open-
state and others undergo more inactivation from CSI. These distinct behaviors can be
classified as preferential OSI and preferential CSI [21]. The results show that our system
is a preferential OSI system.

4.4 Pulse Train Protocol

The pulse train protocol is a popular and a very powerful nonequilibrium spectroscopic
tool to study the channel gating process, inactivation procedure and recovery from in-
activation [42–45]. Here we want to investigate the path of inactivation in presence of
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consecutive test pulses and base pulses. The pulse train is applied in the following man-
ner. First, a base pulse of -80 mV is provided to the system for few milliseconds and then
test pulse train of -45 mV is initiated. Each test pulse in the pulse train is brought back
to -80mV base voltage and then again fired to test voltage. The applied pulse train is
shown in figure 4.5(a). This important nonequilibrium spectroscopic tool replicates the
real biological situation where sodium channel responds to a repetitive stimulus. Here
the -45mV test pulse activates the system and the base pulse causes necessary refractory
changes to the system to prepare it ready for the next incoming pulse. An interesting
advantage of using pulse train protocol is that we can actually control the population
of various states as desired. As for example the test pulse of -45mV will populate the
open-state and inactive states while the base pulse will again depopulate them and will
populate the resting state. While populating the resting states, it will provide us a scope
to identify the path of re-factorization to the resting state, which has been a major part
of investigation [25]. In igure 4.5(b) the corresponding ionic current is shown. It is seen
that after the first pulse the peak of the ionic current is gradually reduced as seen in the
experiments done earlier [44]. For our purpose of characterization of the inactivation path
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few milliseconds it is brought back to base -80 mV after that the pulse train begins. Here
the base pulse duration is 14 ms and test pulse duration is 2 ms. In (b) the corresponding
ionic current is plotted.
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we concentrate on the first 200 ms of the pulse train and for studying the kinetic and the
thermodynamic contribution of the closed- state and open-state inactivation. It enables
us to understand which path is more favored during test pulse and during refactoring base
pulse.

4.4.1 Kinetics of CSI and OSI in pulse train

Here we designate the forward flux of CSI path as CsF and the backward flux as CsB.
They are expressed as CsF=α4P3 and CsB =β4P6 . Similarly for OSI path, OsF=α5P5

and OsB=β5P8 . Now comparing the figures 4.6(b) and (f) it is clearly seen that during
the test pulses the net OSI is almost 10 times of the magnitude of the net CSI and
also the magnitude of the OSI is +ve, indicating that during the test pulse the open-state
inactivation path is preferred. The magnitude of CSI is 10 times lesser than OSI indicating
very small probability of occurring inactivation through CSI path. Also it is seen that the
magnitude of the CSI and OSI during the test pulses is gradually decreasing. Thus with
time both types of inactivation gradually decreases down. One thing we have noticed
that the CSI during base pulses gradually becomes more negative after each pulses as
seen from the inset of igure 4.6(b) but the OSI remains almost zero during base pulses
for all the time. Now to understand the increasing negative magnitude of CSI and the
nature of OSI which is almost zero all the time during base pulses, we need to look at the
forward and backward fluxes associated with these paths.

Now as we defined CSI=(CsF -CsB) and OSI= (OsF-OsB), if CSI is +ve then the
path P3 to P6 is followed. Again if CSI is -ve, then the path P6 to P3 is followed and
similarly for OSI path. Now comparing the figure 4.6(c) and (g) it is seen that during the
test pulse CsF is almost 10 times lesser than OsF. Thus closed state inactivation during
test pulse also occurs along with open-state inactivation but with negligibly less amount.
During the test pulse the OsF is the most favored path. It is worth mentioning that
in figure 4.6(h)the OsB flux is seen to be gradually increasing. It is just a mathematical
interpretation of the fact that the inactive states are gradually populating or the channel’s
inactivation via open-state is gradually decreasing. It does not mean that the system
reverts back from inactive state to open-state, which is not true in real situation. To hold
the microscopic reversibility each Markov model has forward and backward rates. It is
thus always instructive to study the net flux which is OSI/CSI instead of giving much of
emphasis on individual fluxes, especially for the model oriented kinetic study. Studying
individual fluxes are necessary for detailed theoretical understanding of the dynamics of
the system but sometimes in reality they are more or less irreversible.
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Figure 4.6: Pulse train fluxes. The left panel(a-d) corresponds to the fluxes of closed-state
inactivation(CSI) and the right panel(e-h) corresponds to the open-state inactivation(OSI)
path. In (a) and (e) the selected first 200ms pulses of figure 4.5(a) has been plotted. In
(b) and (f) net CSI and net OSI has been plotted respectively. In (c) and (g) forward
flux(CsF) of CSI path and forward flux(OsF) of OSI path are plotted respectively. In
(d) and (h) backward flux(CsB) of CSI path and backward flux(OsB) of OSI path are
plotted, respectively. The inset figure of (b) shows the gradual increase of negativity of
CSI during base pulses.

Now an interesting feature is seen in the base pulses. During the base pulses CsF is
close to zero but the CsB is -ve and the negativity gradually increases with time with each
base pulse as seen from figure 4.6(d) making the CSI more and more -ve during base pulses
as seen in figure 4.6(b)(inset). Here OsF and OsB are approximately zero, indicating that
during repolarisation the OSI fluxes has almost no contribution to the system dynamics.
This clearly says that during the base pulses the system reverts back to resting state
via closed state via CsF path. Shab K+ [46] channels and most of the sodium channels
bypasses the open-state during recovery from inactivation [47]. Our analysis certainly
agrees with that. Also the rate of recovery from inactivation increases after each pulse
with increase in the inactive states population [44]. Thus we have the following situation
during the test pulse and base pulse as seen in figure 4.7.
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Figure 4.7: Path during activation and recovery from inactivation. In (a) the test pulse
path of inactivation has been shown. During the test pulse the system from resting state
P0 goes to closed-state P3 to P5 and then via OsF path goes to inactivation. There is a
small probability of occurring inactivation via CsF path. The bold solid arrow line indi-
cates the most preferred path of inactivation, OsF. In (b) the recovery from inactivation
or refractory path during base pulse is shown. During the base pulse the system from
inactivated state goes to resting state via CsB path.

4.4.2 Non-equilibrium thermodynamics of CSI and OSI in pulse
train protocol

In figure 4.8 we have plotted the time dependent entropy production rates for pulses
starting from 0 ms to 300 ms. From Figure 9B it is seen that the total entropy production
rates shows sharp peaks instantly after onset of both test pulses and base pulses. But
the peak height gradually decreases down. With the onset of test or base pulses system
goes far from the equilibrium as seen by the non-zero values of the dissipation function
or the total epr at the peaks. Any change in the depolarization instantly changes the
state of the system. Here we want to mention that within this 2 ms test pulse duration
the system cannot reach the equilibrium and also during the 14 ms base pulse duration
system does not achieve the equilibrium but remains very close to it. These durations are
purposefully set so small so that we can study the relaxation or the response dynamics in
nonequilibrium environment.

In this situation, we have seen the entropic contributions arising due to closed-state in-
activation and open-state inactivation. From the figure 4.8(c) we can see that the entropic
contribution of CSI path during the test pulses gradually decreases down. Also during
the test pulse ṠOSI

tot (t) has significantly higher magnitude than the ṠCSI
tot (t) as seen from

figure 4.8(d). Oppositely during the base pulse the CSI contribution gradually increasesas
seen from of the inset of figure 4.8(c) but ṠOSI

tot (t) remains zero all the time during base
pulses. As the population of inactive states increase with each test pulse, re-factorization
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entropy production rate increases with each base pulses. From this thermodynamic anal-
ysis we can conclude in correspondence with the kinetic analysis done earlier that during
the test pulse OSI path is favored and during base pulse CSI path is favored. The figure
4.8(e) shows the percentage of CSI and OSI contributions of total entropy production
rate, respectively. Here in both the graphs the responses are slightly left sifted due to the
complex natures of the F-CSI and F-CSI functions. But the general trend is similar to
the kinetic trend with more clarity now i.e., during the depolarization OSI fraction of the
total epr is greater than CSI. But during the repolarization the CSI fraction is greater
than OSI. With each test pulse the OSI fraction gradually decreases down.

4.5 Oscillating Voltage Protocol

Oscillating voltage protocol is an emerging technique to study the ion channels in non-
equilibrium environment [27, 29]. In individual neuron the oscillation may appear due to
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the oscillating nature of action potential and membrane depolarization. Here we have
theoretically studied the kinetic as well the thermodynamic response properties of Na+
channel by considering the sinusoidal oscillating voltage protocol. Here the sinusoidal
external voltage that we apply is expressed as, V (t) = V0 + A sin(ωt), where V0 = −70
mV is the mean voltage around which it oscillates as well as is the resting potential of
the neuron, A is the amplitude of the oscillation and ωis the frequency as shown in figure
4.9(a). To get more biophysical insight we have taken the amplitude of the oscillating
voltage, A = 45 mV which covers the entire biological range of activation and inactivation
depolarization of sodium channel, i.e. (-115 to -25 mV). By taking these parameters, we
have studied the kinetic and thermodynamic response at steady state in one complete cycle
of the oscillating voltage. Here the transition rates are time as well as voltage dependent.
The idea is to study the inactivation paths and their thermodynamic contributions to the
total epr.
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Figure 4.9: Ionic current and total epr in oscillating voltage protocol. In (A) the ionic
current and in (B) the corresponding total epr has been plotted.

In figure 4.9(a) the ionic current is plotted at frequency 50 Hz. The ionic current
initially oscillates with larger amplitude and then gradually amplitude decreases and it
attains a time periodic steady value. Similarly the total epr finally attains a time periodic
steady value. As the total epr is always greater than zero, the system is always out
of equilibrium and the steady-state is a nonequilibrium steady state(NESS) or dynamic
steady-state [48]. At NESS we have studied the directions of the fluxes to understand the
OSI and CSI and their contribution to total epr.
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4.5.1 Kinetics of CSI and OSI in oscillating voltage protocol

In the figures 4.10(a) and (b) the voltage of the last oscillation or the NESS voltage
variation are shown with time. In figures 4.10(c) and (d) the CSI and the OSI has been
plotted, respectively. It is seen that in the first half of the cycle where the voltage is more
depolarizing, i.e., (-70 to -25) mV, the magnitude of the OSI is much larger than the CSI
path. But in the 2nd half when the voltage is in the hyper-polarizing region, i.e. (-70
to -115) mV, the CSI is -ve and OSI is zero almost. This is pretty consistent with the
constant and pulse train protocol. It means during the depolarization OSI is more favored
than CSI. But during hyperpolarization CSI is favored than OSI.
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been plotted. The inset shows the ionic current at NESS. It shows that the first T/8 time
is electrically silent. In (e) CsF and CsB and in (f) OsF and OsB have been shown.

It is worth mentioning that the negative magnitude at the very beginning of the OSI
arising from the kinetic analysis of such kind may infer some phenomenon which does not
happen in reality. The negativity of OSI denotes that system from inactive state goes
to open-state again. If so then it could not be an electrically silent process [25] then.
From the inset of figure 4.10(e), we can see that the first T/8 ms where OSI is negative is
actually electrically silent as it is silent during hyper-polarized region. The negativity of
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OSI comes from the mathematical construction of the model to maintain the microscopic
reversibility which indeed does not show up in the ionic current. This happens because
the population of P 8 gradually increases with time. Initially the OsF remains greater
than OsB. As the time passes the population of inactive states increases such that at
NESS P8 >> P5 , but the forward and backward fluxes becomes comparable. The case
of oscillating voltage is somewhat different from the pulsed train. As it is a continuous
voltage change, so the system shows somewhat continuity in responses at the beginning or
in the end of the each oscillating pulse. It does not change suddenly. However, recovery
from inactivation on sodium channel using oscillating voltage protocol still can be a subject
of experimental verification as recovery process is a highly voltage dependent [47]. Now
from figures 4.10(e) and (f) it is clear that in the first half of the oscillation OSI is favored
than CSI and in the second half CsB is the path during re-polarization, as also seen in
pulsed train protocol.

4.5.2 Thermodynamics of CSI and OSI in oscillating voltage
protocol

Next we have seen the thermodynamic contribution of CSI and OSI path. In the left
panel of figure (4.11) the eprs are plotted with time and in the right panel the eprs are
plotted with voltage. The total epr of the system at NESS is plotted in figure 4.11(b)
which shows asymmetric response in the 2 halves of the oscillation. It shows the response
is more evident on the left side of the oscillation, i.e., between 0 to T/2. After the T/2
the total epr contribution is negligible, which is correct as in the hyper- polarized region
only the CsB path contributes, not all states contributes to the total epr. The total epr is
plotted with voltage in figure 4.11(g) which also shows hysteresis property. The kinetic [49]
and thermodynamic analysis [41] of dynamic hysteresis of ion channel proves that the ion
channel behaves like a memristor device [50]. In figure 4.11(c) the ṠCSI

tot (t) is plotted which
shows the contribution mainly arises in the second half of the oscillation that is between
T/2 to T. In this hyper polarized voltage range (-70 to -115 mV) CSI path shows more
contribution than the OSI path as seen after comparing OSI the figure 4.11(d) where
the ṠOSI

tot (t) mainly contributes to the total epr in the first half of the cycle with more
depolarised(-70 to -25mV) voltage case. The F-CSI (%) and F-OSI(%) in figures 4.11(e)
and (f) shows it clearly that the CSI contribution arises in the hyper polarized region
while OSI contribution arises in more depolarised region. This behavior is consistent
with the pulse train analysis where we have seen that OSI contribution comes in test



4.5 Oscillating Voltage Protocol 120

-100
-75
-50
-25

0

500

1000

0

1

2

0

1

2

0
20
40
60

980 985 990 995 1000
0

15
30
45

0

250

500

750

1000

0

1

2

0

1

2

0
20
40
60

-120 -100 -80 -60 -40 -20
0

15
30
45

V(t)

S
.

tot
(t)

S
tot

CSI.

S
.

(t)

(t)

OSI

F-CSI

(t)

(%)

F-OSI
(%)

F-CSI
(%)

F-OSI

(%)

tot

S

S

.

.
CSI

tot
(t)

S
OSI

tot

0 T/4

(t)
.

tot

V(t) mVTime (mS)

A= 45 mV
ν=50 Hz

V0
= -70 mV

a

T/2

c

d

e

f

g

h

i

j

k

b

3T/4 T

Figure 4.11: Entropy production rate contributions at NESS in oscillating voltage pro-
tocol. In (a) the applied voltage at NESS is shown. In (b) and (g) the total epr with
time and voltage has been plotted respectively. In (c) and (h)ṠCSI
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pulses(depolarizing voltage) and CSI contribution comes in base pulses (hyper-polarizing
voltage).

The aforesaid fact is also evident from the right panel figures where the similar quan-
tities have been plotted with voltages. From the figure 4.11(h) it is seen that the loop
area of ṠCSI

tot (t) is more on the hyperpolarizing voltage region and the loop area of ṠOSI
tot (t)

is more on the depolarised voltage region as seen from figure 4.11(i). Besides the shape of
the hysteresis loop areas of CSI and OSI are clearly distinct to each other. So these two
paths are also thermodynamically distinguishable or they have distinct thermodynamic
signatures. Also we found that the dynamic memory of these two paths depends heavily
on the frequency and mean voltage, which are not reported here. The fact that OSI
occurs in depolarised voltage and refractory changes occur via CSI during hyperpolariza-
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tion is vivid from the graphs of F-CSI (%) and F-OSI (%) versus voltage in figures 4.11(j)
and (k), respectively. Thus the thermodynamic analysis very clearly and more efficiently
depicts the pathway of activation and re-factorization than kinetic analysis.

4.6 Conclusion

Inactivation dynamics of sodium channel has been studied here under non-equilibrium
environment. By changing the voltage protocols from constant through pulsed to continu-
ously oscillating voltage, we have studied the kinetic flux as well as energetic contributions
of the closed and open-state inactivation path. The recently developed non-equilibrium
thermodynamic properties used here serves as an improved tool for theoretical understand-
ing of the energetically optimum processes to sustain the auto-regulatory mechanism of
inactivation which has not been done earlier. Our approach of non-equilibrium dynamical
characterization of inactivation path can invite new avenues in experimental and theo-
retical research of inactivation, especially for drug blocking and dynamic hysteresis. The
conclusions drawn here are mainly as follows.

1. We have characterized the activation and inactivation dominated region of ionic
current as a function of voltage.

2. In presence of the constant voltage the path of inactivation is characterized. In a
preferential OSI system the OSI path is more favored than CSI for inactivation in moderate
to high depolarization. The CSI gradually decrease with increasing depolarizations while
OSI increases.

3. From the pulse train analysis it is seen that system follows OSI path to respond to
test pulses and comes back to resting states or recovery from inactivation occurs via CSI
path during base pulse or refractory period. Recovery from inactivation is relatively a
slower process than inactivation and it gradually increases after each pulses with increasing
population of inactive states.

4. From the oscillating voltage it is seen that during the hyperpolarised voltage, the
system follows CSI path and for depolarized voltage system prefers OSI path.

5. From constant to continuously oscillating voltage protocol, the general conclusion
is thatduring depolarised voltage OSI is most favored path and during hyperpolarised
voltage CSI is favored.
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6. The results of pulse train and oscillating voltage protocols are both kinetically
and thermodynamically established. The calculation of fraction of total epr serves as
a supporting tool for theoretical understanding of kinetic results. The thermodynamic
results also confirm that these paths show characteristic dynamical hysteretic nature. The
study of path of inactivation or the validity of the model gets a strong thermodynamic
backup which has not been shown earlier. It is also established that only the kinetic study
is not sufficient, the thermodynamic study of inactivation is equally important.

7. For all the voltage protocols, the effect of open-state blocker, Mexilitine shows a
characteristic decrease in the relative magnitude of the OSI and CSI path. But the CSI
path is least affected by the open-state drug blocking in constant voltage protocol. The
dynamical profile of inactivation of the channel can in principle be utilized to estimate
the presence of drug and vice versa.
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Chapter 5

Investigation Of The Kinetic Drug
Binding Mechanism In
Voltage-Gated Sodium Ion Channel:
Open State Versus Inactive State
Blockers

The kinetics and nonequilibrium thermodynamics of open state and inactive state drug
binding mechanisms have been studied in this chapter using different voltage protocols
in sodium ion channel. We have found that for constant voltage protocol, open state
block is more efficient in blocking ionic current than inactive state block. Kinetic effect
comes through peak current for mexiletine as an open state blocker and in the tail part for
lidocaine as an inactive state blocker. Although the inactivation of sodium channel is a
free energy driven process, however, the two different kinds of drug affect the inactivation
process in a different way as seen from thermodynamic analysis. In presence of open
state drug block, the process initially for a long time remains entropy driven and then
becomes free energy driven. However in presence of inactive state block, the process
remains entirely entropy driven until the equilibrium is attained. For oscillating voltage
protocol, the inactive state blocking is more efficient in damping the oscillation of ionic
current. From the pulse train analysis it is found that inactive state blocking is less
effective in restoring normal repolarisation and blocks peak ionic current. Pulse train
protocol also shows that all the inactive states behave differently as one inactive state
responds instantly to the test pulse in an opposite manner from the other two states.
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5.1 Introduction

The sodium ion channel [1–4] is an optimal drug target for therapeutic action as inac-
tivation plays an important role by temporarily preventing the channel from reopening
even though the cell is still depolarized. If the inactivation process is hampered, various
physiological problems appear, like cardiac arrest, hyper excitability, hysteria etc, due
to the persistent current [5–8]. In particular, sodium channels are targeted for anesthe-
sia and treatments for genetic diseases in the brain, skeletal muscles, and heart [9]. The
physiological importance of the voltage gated sodium channel is associated with numerous
pathologies namely cardiovascular, neuronal, neuromuscular, musculoskeletal, metabolic,
and respiratory systems [10, 11] due to the inherited ion channel diseases due to muta-
tions [12,13]. Discovery of drug to cure these diseases are difficult owing to the fact that
thorough molecular approaches are ineffective and most ion channel drugs are discovered
using lab cultured tissues and animal based pharmacological methods [14–16] which can-
not be tested on human beforehand. The complete understanding of the mechanism of
blocking of drugs and how the intrinsic properties of channel gating affect drug access,
binding affinity and unblocking are still not clearly understood. Many existing drugs thus
failed to reduce mortality [17,18] due to incomplete knowledge of drug binding mechanism
in ion channels and little knowledge of the molecular andphysiochemical basis of drug re-
ceptor interaction. Thus the understanding of the drug binding kinetics and its energetics
in presence of various membrane depolarisations is one of our goals in this chapter.

For the previous few decades the study of inactivation had been a major investigation
for many elctrophysiologists studying the cell under voltage clamp and patch clamp tech-
niques. Many drugs or blocks like TTX [19], conotoxins [20], pronase [21], mexiletine [22],
lidocaine [22] have been evolved which specifically target binding with the open state or
the inactive states of the sodium channel, leading to ceased sodium current influx. Most
of the studies involve the discovery of various blockers, their region of binding to the
channel protein and the structural change of the channel protein caused in presence of
drugs. As drug binding kinetics are very much affected by the various types of channel
mutations, biological environment and also similar drugs show different binding kinet-
ics [23, 24] in different systems, it is difficult to comprehend drug binding interactions in
a general framework. To generalize drug binding kinetics from single channel realization,
we present here simple probabilistic approach using the state model of Bezanilla [25] for
cardiac sodium channel. In spite of a great deal of effort to understand the drug binding
kinetics the nonequilibrium thermodynamic characterization of binding have been still
overlooked. Thus in our study we investigate the following questions: (1) What are the
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basic kinetic difference between a drug blocking open state and a drug accessing directly
the inactive state of the channel with the variation of drug concentration and voltage?
(2) For constant depolarisation which type of drug binding is more effective in blocking
the ionic current? (3) What is the thermodynamic difference between a normal inacti-
vation process and a drug induced inactivation? (4) Are these drugs binding processes
entropy driven or free energy driven? (5) How these 2 types of drug binding kinetics
differ from constant voltage case in presence of oscillating voltage protocol, emerging as
nonequilibrium response spectroscopic technique [26–28] which also mimic the neuronal
oscillations [29, 30] in membrane potential? (6) How the channel and its drug binding
mechanism responds to the pulse train voltage protocol and its varying pulse width.

In this context we have taken a standard single sodium ion channel model which we
have extended with drug bound states corresponding to the open state and inactive state
blocking, considering local anesthetics such as mexiletine and lidocaine as open state and
the inactive state blockers, respectively.

5.2 Model of Drug Binding

The study of local anesthetics (LA) and their binding kinetics to the binding site of sodium
ion channel has been important since past few decades [31–33]. Hille [34] in his modulated
receptor hypothesis explains the shift of inactivation in presence of use-dependent block
of sodium currents during repetitive pulses [35–37]. The hypothesis predicted that the
open and inactivated states of voltage gated Na channels have higher affinities toward
LA drugs than that of the resting state. The guarded-receptor model emphasizes the
dependence of hydrophilic or hydrophobic path of the drug in binding and unbinding
kinetics [38]. There have been a lot of drugs [39, 40] invented which binds with sodium
channel, can be broadly divided into 2 classes [41,42], as open state blocker and inactive
state stabilizing blocker. From clinical stand point, drugs that have strong open channel
blocking potency are called class 1a antiarrhythmics, such as quinidine, mexilitine and
disopyramide whereas class 1b antiarrhythmics like lidocaine preferentially block peak
over late current [43]. Unlike most positively charged local anesthetics the neutral tricyclic
anticonvulsant drugs, namely phenytoin, carbamazepine, and lamotrigine etc have similar
blocking affinities for both open or inactivated-state [44]. Till now the clear distinction
between activities of open state blocker and inactive state blocker is yet not clear and well
established. Various experimental protocols such as constant voltage clamp, oscillating
voltage as nonequilibrium response spectroscopic technique and pulse train protocol have
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been used enormously but how these protocols affect the drug binding is not yet clear. We
consider the drug binding model based on the single sodium ion channel model presented
by Vandenberg and Bezanilla [25].

We take the example of an open state drug blocker as mexiletine and inactive state
blocker as lidocaine [22]. Thus here we add an extra drug bound state PM

5 with P5 for the
study of mexiletine drug binding kinetics and we add three drug bound states such as PL

6 ,
PL

7 and PL
8 with P6, P7 and P8, respectively to study the kinetics in presence of lidocaine.

The models are given in figure (5.1). For simplicity we consider a drug binds to an open
state and inactive state with similar binding affinity. We have taken the forward rate
constant for binding kon = [D] × 105s−1, where [D] is the molar drug concentration[M]
and koff = 10−2s−1 [31]. For simplicity we keep the rate constants same for mexiletine
and lidocaine. For system under constant, oscillating and pulse train voltage protocols
we use these drug binding rates which are not voltage dependent in any case.
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Figure 5.1: Kinetic model of drug binding is shown in this figure. Figure (a) model of
open state drug blocker is a ten state model and (b) model for inactive state drug blocker
is a twelve state model. We add an extra drug bound state P M

5 with P5 for the study
of open state blockers(eg. Mexilitine) binding kinetics and we add three states such as
P L

6 , P L
7 , P L

8 with P6, P7 and P8, for inactive state blockers(eg. Lidocaine). We have taken
the forward rate constant for binding kon = [D] × 105s−1, where [D] is the molar drug
concentration[M] and koff = 10−2s−1 [31].

Next we study the effect of three types of voltage protocols for these drug blockers.
First we have kept the voltage constant as used in constant voltage clamp dynamics.
Secondly we use oscillating voltage protocol, a protocol which helps us to study the
system in nonequilibrium environment. Next we have studied the system under pulse
train protocol. Here we vary the pulse durations of the base pulse and test pulse and
their effect is studied in presence of open state blocker and inactive state blocker with
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various concentrations. How the alteration of pulse duration affects or facilitates the
drug binding is one of the goals of this part. In each protocol we are comparing whether
inactive state blockers or the open state blockers are more effective in blocking the ionic
current.

5.3 Constant Voltage Clamp Dynamics

Constant voltage clamp dynamics has been widely used protocol to study ion channels
since the work of Hodgkin-Huxley [1, 2]. The voltage clamp technique is used by electro-
physiologists to measure the ionic current through the membrane of excitable cells while
holding the membrane voltage at a set level. A series of voltage ramp can be used which
allows the membrane voltage to be altered independently of the ionic currents allowing to
study the current-voltage relationships of the voltage gated sodium channel. Here we have
plotted the ionic current at different concentrations of mexiletine and lidocaine keeping
the voltage constant i.e, -20 mV. From figure 5.2(a) it is seen that the ionic current is
suppressed with the increase in the drug concentration. It is also observed that the peak
of the ionic current is also decreased but from the figure 5.2(b) it is seen that lidocaine
block has no effect on the peak current which affects the current after the peak is reached
that is at tail part only. The effect of the mexiletine is clearly visible for a wide range
of drug concentration but the effective range of visible change for lidocaine is very small,
i.e., in the very low concentration range, 0.005-0.01 M, after that or the concentration
greater than that does not change the kinetics appreciably and the graphs overlap, as for
example [D]=10 M, overlaps on [D]=0.1 M.

Next we have investigated the relation between peak-current and various constant
depolarising voltages for different drug concentrations. Here we first put the system in
-70 mV depolarisation (a resting potential for the cell), and send it to a steady state
until all the parameters become time independent. Then we switch on the drug block
sites along with the depolarising voltage and let the system settle down to steady state
and then estimate the peak current. From figure 5.2(c) it is seen that for a particular
mexiletine concentration the peak of ionic current gradually increases with depolarisation
and then after passing through a maximum it decreases again. With increase in mexiletine
concentration there is a relative reduction of peak current clearly visible. But in the case
of lidocaine a different nature is observed. For a particular lidocaine concentration the
peak current shows similar nature as mexiletine but for increasing lidocaine concentration
there is no effect on peak current as seen from figure 5.2(d). It is worth mentioning that
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Figure 5.2: Effect of open state and inactive state blocker on ionic current and its peak
in presence of constant voltage protocol. Figure (a) Effect of open state blocker for
concentrations 0.001 M, 0.01 M,0.1 M. and (b) inactive state blocker for concentrations
0.0005 M, 0.001 M,0.01 M. on ionic currentare shown here. In (c) with incresing open
state blocker concentration relative reduction of peak current clearly visible, which is
absent in inactive state blocker in (d).

although there is no effect on peak current due to increasing concentration of lidocaine but
there is a clear change in the peak over late current. The late current sharply decreases
with the increase in the lidocaine concentration as seen from figure 5.2(b). This behaviour
of lidocaine is also consistent with the experiments done earlier as was previously reported
that lidocaine was more effective in late component of Na+ current than peak current
in △KPQ channels expressed in mamalian cells [45–49]. Lidocaine preferentially blocked
late over peak current and the blockade was equally effective in all three channels having
mutations N1325S, R1644H and △KPQ expressed in Xenopus oocytes [50]. Lidocaine
inhibits dispersed reopening in single channels without affecting mean open times. Clinical
studies showed that the late current is more sensitive than peak current to block by class
Ib [4] antiarrhythmic drugs like lidocaine [45,47,52].

Next we have studied the nonequilibrium thermodynamics of the system in presence
of drug. For that reason we assume that the system is in contact with an isothermal bath
at temperature T. The total internal energy U(t), the free energy, F(t) and the system
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entropy, S(t) is given as follows [53],

U(t) = −T
∑

i

Pi(t) ln P e
i , (5.1)

S(t) = −
∑

i

Pi(t) ln Pi(t), (5.2)

F (t) = U(t)− TS(t) = T
∑

i

Pi(t) ln
(

Pi(t)
P e

i

)
. (5.3)

Now we have calculated ∆U(t)/T , ∆F (t)/T and ∆S(t)/T which gives us the informa-
tion about how far the system is from the equilibrium in terms of these thermodynamic
parameters namely,

∆U/T = U e/T − U(t)/T, (5.4)

where U e = −T
∑

i P e
i ln P e

i is the internal energy of the system at equilibrium and P e
i is

the probability of the ith state at equilibrium. Similarly we can write

∆F/T = F e/T − F (t)/T, (5.5)

and
∆S = ∆U/T −∆F/T. (5.6)

From the figure 5.3(a) it is seen that without the presence of drug the process is initially
entropy driven and soon after the inactivation process starts it becomes free energy driven
as seen from the figure 5.3(a). It remains free energy driven upto the equilibrium until all
of the three quantities become zero at equilibrium. It may be concluded that the normal
inactivation process in sodium channel is free energy driven without the presence of any
drug. From figure 5.3(b) it is seen that in presence of 0.001 M mexilitine the process is
also initially entropy driven and then after a long time it becomes free energy driven. In
figure 5.3(c) it is seen that in presence of lidocaine the process entirely remains entropy
driven till the equilibrium reaches. The ionic current graphs are plotted below for each
case which shows the similar time scales for reaching the equilibrium. It is observed here
from both the graphs of ionic current and thermodynamic potentials that lidocaine blocks
faster than that of mexilitine [54, 55].
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Figure 5.3: Thermodynamic properties of drug binding is shown here. The figure (a)
∆U/T , ∆F/T and ∆S have been shown without the presence of drug. In (b) the same
thermodynamic parameters have been studied in presence of 0.001 M mexilitine and in
(c) 0.001 M lidocaine. The black solid curve stands for the ∆U/T , the red dashed curve
stands for ∆F/T and the blue dot-dashed curve stands for ∆S. For all the cases voltage
has been kept fixed to -30 mV. The ionic current graphs are plotted bellow for each case
which show the similar time scale for reaching equilibrium.

5.4 Oscillating Voltage Protocol

Oscillating voltage protocol is an emerging technique [27, 28] to study the ion channels
in nonequilibrium environment. In individual neurons the oscillations may appear due to
oscillating nature of action potential and membrane depolarisation [29,30].

To realize the effect of drug in ionic current in presence of inherent gating kinetics
of channel the oscillating voltage protocol may give the nearly similar cell situation in
terms of neuronal oscillation. The functional form of the voltage, V(t) that we have used
is V (t) = V0 + A sin(wt), where V0 is the mean voltage taken as zero and ω = 2πν with
amplitude, A=30 mV and frequency, ν = 30Hz consistant with biological range. We have
studied the total dissipation function or the total entropy production rate(epr) with time
in presence of drug.

Left panel of figure (5.4) is the ionic current and in the right panel the corresponding
total epr are shown. From figure 5.4(a) it is seen that without the presence of drug
the ionic current oscillates and ultimately attains a time periodic steady value. From
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Figure 5.4: Effect of oscillating voltage protocol in ionic current and total entopy pro-
duction rate leading to damping is plotted here. In the left panel the ionic current and
in right panel the total epr has been plotted. In (a) ionic current without the presence
of any drug has been plotted and in (b) the corresponding total epr has been plotted.
In (c) the ionic current in presence of mexiletine, in (d) the corresponding total epr has
been shown. In figure (e) and (f) ionic current and total epr in presence of lidocaine has
been plotted, respectively. In figure (c), (d), (e) and (f) the black solid line indicates drug
concentration of 0.0001 M, the red dashed line indicates drug concentration of 0.001 M
and the blue dot-dashed line indicates 0.01 M drug concentration.

the figure 5.4(b) it is seen that the total entropy production rate is always positive and
the system shows a time periodic steady nature of dissipation. Thus it goes to a driven
nonequilibrium steady state in presence of oscillating voltage. But in presence of drugs
of both kinds the system ultimately relaxes to equilibrium as seen from the figure 5.4(d)
and (f). Thus the thermodynamics of the system entirely changes in presence of drug for
oscillating external perturbation. In presence of drug the external oscillation cannot hold
the system to nonequilibrium steady state any more but relaxes to the equilibrium due to
the fact that these drugs have very very high binding affinities to the channel sites. The
rate of relaxing to equilibrium in presence of lidocaine is much faster than the mexiletine
for a particular drug concentration.

However, one important observation is that the ionic current in presence of drug
gradually damps down as seen from figure 5.4(c) and (e). The total epr also gradually
damps down to equilibrium. Damping of these kinetic and thermodynamic quantities
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in presence of drug is directly related to the fact that the action potential also damps
down [4]. It is seen that even with a minute concentration, lidocaine damps down both
the ionic current and total epr in a much faster rate to equilibrium than mexilitine which
is evident from the comparative study of the graphs in presence of drug.

5.5 Pulse Train Protocol

The pulse train protocol is also being widely used to understand the channel gating and
inactivation procedure [56, 57]. These studies mainly involve characterisation of time
course for inactivation or more precisely the time course of recovery from inactivation
[58–60]. Here we want to investigate how the inactivation of sodium channel plays a role
in ionic current when subjected to various depolarising pulse train separated by recovery
intervals. First we keep the voltage at -20 mV for few seconds and then bring back the
system to base voltage which is -80 mV and then after few milliseconds we start the test
pulse train of -20 mV. Each pulse in the pulse train is brought back to base voltage for
few milliseconds and then again fired to test voltage again. Here we are changing the
base pulse and test pulse duration and studying how the system reacts to it. This study
is important as it replicates the biological situation where a pulse comes and sodium
channel responds to it and within few milliseconds system goes to inactivation followed
by termination of ionic current influx until the potassium channel brings the system back
to the resting potential which is more or less -80 mV. Thus here the test pulse (-20 mV)
perturbs the system and the base pulse causes refractory changes to get the system ready
for the next incoming pulse. Another interesting fact of using such protocol is that one
can actually control the population of a state as desired. For example the test pulse will
populate the open state and inactive states while the base pulse will again depopulate
them. Here we have studied the system with and without presence of open state binding
drug, mexiletine and inactive state binding drug, lidocaine with changing duration of the
test pulse and base pulse.

First of all we would like to see how the system reacts to pulse train in presence of
two kinds of drug already mentioned in different concentrations. We have considered the
drug concentrations 0.01, 0.001, 0.0005 and 0.0001 M for both the two types of drugs. We
kept the test pulse duration at 0.03 seconds and the base pulse duration at 0.01 seconds.
The figure 5.5(a) shows how the pulse train is applied. In figure 5.5(b) we have plotted
the ionic current in presence of mexiletine drug. It shows that with gradual increase in
the drug concentration the peak of the ionic current gradually decreases down. With
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Figure 5.5: Effect of concentration of drugs in ionic current, in presence of pulse train
protocol is shown here. In figure (a) first voltage is kept at -20 mV and after few mil-
liseconds it is brought back to base -80 mV after that the pulse train begins. Here the
base pulse duration is 0.01s and test pulse duration is 0.03 s. In figure (b) The effect of
Mexiletine in ionic current is shown for increasing concentrations such as 0.0001, 0.0005,
0.001 and 0.01 M respectively. In figure (c) similar plot is shown for lidocaine. For both
the cases the test pulse is kept for 0.03 s and the base pulse is kept for 0.01 s.

increasing drug concentration the open state blocking occurs with faster rate leading to
a gradual decrease in ionic current. In figure 5.5(b) the effect of lidocaine is shown.
Lidocaine being an inactive state stabilizing drug stabilizes the inactive states at much
faster rate and almost have no impact on refractory period or base pulse in it, leading
to the faster termination of ionic current. With a concentration more than 0.01 M,
lidocaine permanently prohibits the channel from reopening [22]. Comparing the above
two pictures of drug binding it is seen that lidocaine is more effective and faster ionic
current blocker than mexiletine, as also observed from oscillating and constant voltage
protocol in previous subsections.

Next we focused on the effects of change of base and test pulse durations in ionic
currents keeping the drug concentrations same at 0.001 M. For that purpose we have
chosen 2 pulse regions. We start with the very short pulse regions where we keep the test
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pulse at 0.0008 seconds and base pulse at 0.0002 seconds and also see the effect just altering
the pulse durations of each other. In figure 5.6(a) we have plotted the ionic currents at a
test pulse duration of 0.0008 seconds and in figure 5.5(b) the test pulse durations are kept
at 0.0002 seconds. Comparing the two figures it is seen that the system actually responds
to the larger test pulse than the smaller one. As the test pulses are very short in figure
5.6(b), system fails to understand the fast depolarisation and the channel almost remains
closed all the time. The inset graphs of figure 5.6(a) and (b) are the asymptotic values of
ionic currents in presence of drugs.
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Figure 5.6: Effect of very short test pulse and base pulse durations on ionic current is
shown here. In figure (a) the ionic current is plotted with time for no drug, in presence of
mexilitine and in presence of lidocain. The test pulses are kept for 0.0008s and the base
pulse is kept for 0.0002 s. In figure (b) similar plot is done but with test pulses duration
of 0.0002s and the base pulse duration of 0.0002s. All the drug concentrations are kept
at 0.001 M.

In 5.7(a) we have plotted similar curves as in figure 5.7, but with pulse durations of
larger time scales, such as test pulses of 0.03 s and base pulse durations of 0.01 seconds.
In figure 5.7(b) the alternate duration of pulses are plotted. Comparing the figures 5.7(a)
and b) it is important to note that the lidocaine almost immediately blocks the ionic
current after the first two or three pulses in larger time scales, than in very short pulses.
This is because due to the longer exposure to the depolarisation the lidocaine stabilises
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the inactive states more effectively. The plot for shorter test pulse of 0.01 seconds have
been shown in figure 5.7(b), which shows that system partially responds to the voltage
change and the peak currents are higher than in figure 5.6(b). In addition one can observe
from the asymptotic values of ionic current that mexilitine more effectively blocks the ionic
current in presence of longer test pulses. For both the cases lidocaine shows less sensitivity
toward pulse durations as it almost immediately inhibits the ionic current.
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Figure 5.7: Effect of longer test pulse and base pulse durations on ionic current is shown
here. In figure (a) the ionic current is plotted with time for no drug, in presence of
mexilitine and in presence of lidocain. The test pulses are kept for 0.03 s and the base
pulse is kept foe 0.01 s. In figure (b) similar plot is shown but with test pulses duration of
0.01s and the base pulse duration of 0.03s. All the drug concentrations are kept at 0.001
M.

Next we have focused on the probabilities of the states which actually have the de-
tailed information of the system responding to the pulse train protocol in presence of the
drug. Thus we have studied the probabilities in presence of mexilitine and lidocaine with
pulse durations as mentioned in figure (5.8). Here we have particularly seen the system
dynamics for consecutive 4 pulses. The probabilities of the original 9 states of the system
responds almost similarly but with different magnitudes in presence of mexilitine and lido-
caine but their time dependences are almost the same. For convenience we have plotted
only the mexilitine in presence of 0.001 M concentration.
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Figure 5.8: The probabilities of important states are shown here. In figure (a) The open
state probability and the three inactive state probabilities and the drug binding state
probabilities have been plotted in presence of 0.0001 M mexilitine concentration and in
presence of pulses mentioned. In (b) the four test pulses of figure (a) which have been
studied is shown here. In (c) the aforesaid probabilities are plotted for the above four
pulses.

In figure 5.8(a) we have plotted the probabilities of open state, P5 and the inactive
states, P6 , P7 and P8 and the drug binding state, PM

5 for mexilitine. Figure 5.8(b) shows
the four pulses of which probabilities have been studied in figure 5.8(c). From the Figure
5.8(c) it is seen that P6 increases at the test pulse peaks, whereas the P7 and P8 increases
in the base pulses and vice versa. There is a clear phase lag in the activities of P6 , P7

and P8. P7 and P8 responds almost similarly but with a slight difference in amplitudes.
P6 responds instantly at the test pulse, whereas the other two states are responding in
a opposite manner and the magnitudes of the P7 and P8 depend on the details of the
inactivation path [61] and rate constants

5.6 Conclusion

In general we have studied the drug binding kinetics of voltage gated sodium ion channel
in presence of two types of drug binding mechanisms, one which binds to the open state
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of the channel such as mexilitine and other binding to the inactive states of the channel
such as lidocaine. We have studied kinetics in presence of voltage protocols using con-
stant, oscillating and pulse train where the first one is used by the electrophysiologist in
voltage clamp and patch clamp techniques while the oscillating voltage basically mimics
the neuronal oscillation which can be caused by the periodic change of membrane voltage.
The pulse train protocol is useful which gives the sodium channel a refractory period in
which the channel reactivates from the inactivation. Here we have shown the interesting
dependence of drug binding mechanism on voltage variation which helps us to understand
the toxic activity of drugs in living biological cell.

In constant voltage case the open state blocker acts more slowly than the inactive
state blocker in blocking the ionic current. Open state blocker has drastic effect on peak
ionic current in presence of constant voltage case but inactive state blocker does not
show any observable effect on peak ionic current and only affects the tail part of it. The
system in absence of any drug relaxes to equilibrium initially driven by entropy and then
driven by free energy. The inactivation of sodium ion channel may be inferred as a free
energy driven process. In presence of open state drug blocker the process initially for a
long time remains entropy driven and then becomes free energy driven. But in presence
of inactive state blocker the process entirely remains entropy driven till the equilibrium
reaches. Thus these two types of drug binding are thermodynamically distinguishable
which can be compared through calorimetric measurement.

For oscillating voltage protocol, inactive state blocker blocks the current in a faster
rate than the open state blocker and also more sensitive to change in concentration than
that of the constant voltage case. For equal concentrations inactive state blocker damps
the ionic current and the total epr with higher extent than the open state blocker. From
the pulse train analysis it is again established that inactive state blocker is a better ionic
current blocker than open state blocker thereby inactive state blocking is less effective
in restoring normal repolarisation and blocks the peak current. The longer test pulse is
actually sensed by the system for both small and large time scales but it is not effectively
sensed by the system when it is subjected to shorter test pulse. Open state blocker shows
considerable blocking ability towards longer test pulse duration than shorter test pulse
duration. From pulse train protocol it is revealed that not all inactive states respond to
the external voltage in a similar manner. The one which is directly attached to closed
states responds instantly at the test pulse, whereas the other two inactive states are
responding in a delayed manner depending on the inactivation paths and rate constants.
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Chapter 6

Effect Of Site Selective Drug
Blocking On Single Sodium And
Potassium Channel: Gillespie
Simulation Algorithm

Here we have done a simple but effective modification of the existing Hodgkin-Huxley
model by adding drug bound state to study the effect of sodium and potassium blockers
on the action potential and ionic currents using Gillespie’s exact Markov model simula-
tion. Our approach provides more realistic picture of drug binding which can keep track
each states in real time and we can see how gradually the entire population is shifting
to the drug bound state. Also our result shows interesting dependence of sodium and
potassium currents on each other in presence of drugs. In presence of sodium blocker
the action potential falls of exponentially, but in potassium channel with increasing drug
affinity initially a noise induced enhanced spiking activity of action potential is seen which
gradually falls off with increasing drug affinity.

6.1 Introduction

Ion channels comprising around 1.5% of the human genome are typically very complex,
multimeric, transmembrane proteins [1] which exhibits a high degree of both structural
and functional diversity [2]. They have very distinct electrical potential dependent “gat-
ing” mechanisms where the protein structures can adopt several conformational states
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such as closed, open and inactive states in which states they can either transport ions
across the membrane creating pores or restrict the ion permeability when required [3]. The
physiological importance of the voltage gated ion channels are associated with numerous
pathologies namely cardiovascular, neuronal, neuromuscular, musculoskeletal, metabolic,
and respiratory systems [1, 4] due to the inherited or non-inherited ion channel diseases
including epilepsy, diabetes, cancer, hypertension, and even chronic pain due to muta-
tions [5–8]. Ion channels are thus optimal targets of many therapeutic actions. Although
drugs which targets ion channels were developed without detailed knowledge of the molec-
ular interactions between each other [7]. Many existing ion channel blocking drugs thus
failed to be effective in managing diseases or to reduce mortality [9,10]. These poor out-
comes exist in part because the majority of drugs were developed when little was known
about their interaction with ion channels [11].

Markov modeling and computation simulation have been proved to be a promising
methodologies to reveal fundamental biological principles and mechanisms about how
these drugs affect the normal biological process and provides knowledge about the inter-
actions between the drugs and ion channels. For better understanding new computational
methods are being developed with the help high-performance computing technologies and
strong interdisciplinary connection [12,13]. Incorporating properties of single ion channel
into models of their electrophysiological function requires a Markovian formulation which
is represented as discrete kinetic states [14]. Single channel Markov models can simulate
state specific channel properties and their alterations by mutations, disease or drug bind-
ing. As Markov models can be developed both at the level of single channel activity and
at the macroscopic state, they provide an implicit relationship between the single channel
records and the macroscopic current [15–19]. Markov models of ion channels have been
used to study the ion channel functioning during action potentials [14, 20, 21]. The con-
sequence of mutations [21, 22] and action of therapeutic drugs [23] are also studied with
the help of Markov model simulation [24]

The famous model of Hodgkin and Huxley [25] is based on an assumption that the
ion permeation processes can be approximated as both continuous and deterministic [25].
However, the permeation processes existing within active membrane are known to be nei-
ther continuous nor deterministic. Active membrane is studded with discrete ion channels
undergoing random fluctuations between open and closed stable states [26]. There have
been few studies of the relationship between these two levels of description, the discrete
stochastic behavior of the microscopic ion channels versus the continuous deterministic
behavior of their macroscopic membrane currents [27]. Recent works also reveals that
fluctuations in the states of these devices may be physiologically important in small neu-
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ronal structures like nodes of Ranvier [28–30]. It is well known that the Hodgkin-Huxley
model simulated with discrete Markovian ion kinetics instead of the usual continuous
rate equations leads to spontaneous generation of action potentials [28, 30–34]. At low
patch size or low membrane area or when less number of ion channels are considered the
spontaneous firing can occur even without the presence of injected external current. The
firing arises due to the stochastic fluctuations of the ion channels. These spontaneous
firings decreases with the increase in the size of the membrane patch. There exist critical
channel number where the spontaneous action potentials cease to exist. A highly accurate
theoretical model using a detailed stochastic analysis of the Hodgkin-Huxley system with
random Markovian ion kinetics is given by Fox and Lu (1994) [35, 36] solving Langevin
equation.

Although similar Markov models have been extensively used to reproduce the action
potentials, the studies of Local Anesthetics such as sodium channel blockers(e.g.Saxitoxin,
TTX, Mexilitine, Lidocain etc) and potassium channel blockers(e.g. Tetraethylammonium
(TEA), Amiodarone etc ) [8] are lacking. Thus here we have studied the effect of drugs
on action potential using Gillespie’s simulation algorithm [37, 38]. We have separately
studied the effect of both the sodium and potassium blockers on the action potential and
ionic conduction, spiking activity etc to find out the effect of both the blockers.

Layout of the chapter is as follows. In section 2. we have given the kinetic scheme for
drug binding . Then in section 3 we have discussed how the Gillespie simulation technique
is incorporated and its advantages over different other simulation technique. In section
4, we have studied the effect of drugs and under different subsections we have studied
the effect of sodium and potassium blockers in action potential and ionic conductance.
Finally in section 5, we conclude the chapter.

6.2 Kinetic Scheme of Markovian Models

Stochastic behavior of ion channels can be modeled well [19, 39, 40] as continuous-time
discrete-state Markovian jumping processe [42–45]. The Hodgkin and Huxley(1952) [25]
gating mechanism consists of four activating n gates for potassium channel and the Markov
models consider 5 states, such as, n0(when all four gates are closed), n1(only one gate is
open), n2, n3 and n4(Open state or Ion conducting state, when all four gates are open).
Potassium channel thus have 8 transition rates between these 5 states. The sodium
channel have three activating m gates with four distinct states and one inactivating h
gate with two distinct states according to the Hodgkin-Huxley model, the kinetic scheme
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based on Markov process theory has eight states, m0h1, m1h1, m2h1, m3h1(open state or
ion conducting state), m0h0, m1h0, m2h0, and m3h0 with 20 transition rates designated
by α′

h,ms and β′
h,ms. Thus a whole there are 28 transitions and 13 states to be considered

for simulating action potential while the contributions of other channels are ignored [46].
Each channel randomly fluctuates between a finite number of discrete states. Markov as-
sumptions such as transition rates are dependent on the present stable state only and the
present membrane voltage and are independent of the duration for which this present sta-
ble state has been occupied are used to interpret the data from patch-clamp experiments
on single ion channels [26,27,47–49]
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Figure 6.1: Markov model of Potassium and Sodium ion channel. The potassium channel
in figure (a) is a 5 state model where we added an extra Drug bound state, DP . Similarly
in figure (b) sodium channel is a 8 state model where we added an sodium blocker state,
DS

Now to study the effect of open state sodium and potassium blockers we have added
an extra states in both the channels. For potassium channel it is designated as DP and
for sodium channel it is DS. The transition rates are given as ‘kon’ and ‘koff ’. Now it
is known that these rates are usually expressed as kon= kb*[D], where kb is the binding
constant of the drug and [D] is the concentration of the drug and koff is independent of
the drug concentartion. As we do not know what are the values of kon and koff which
will fit properly with this model we use trial and error method and change the values
of kon keeping koff constant always. Here we have gradually increased the kon from
0.0001 to 1.0 or more keping koff=0.0001 constant. Increasing kon means increasing drug
concentration. Now when we have studied the effect of sodium blockers we do not consider
the state DP and vice versa. Thus our proposed drug binding model now have 14 states
and 30 transition rates.
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The expressions of the voltage dependent rates [50–52] are given as follows

αm(V ) = (0.1(V + 40))(1− exp[−(V + 40)/10])−1

βm(V ) = 4 exp[−(V + 65)/18]

αh(V ) = 0.07 exp[−V + 65)/20]

βh(V ) = 1 + exp[−(V = 35)/10]−1

αn(V ) = (0.01(V + 55))(1− exp[−(V + 55)/10])−1

βn(V ) = 0.125 exp[−(V + 65)/80]

. The V is in mV unit and the rates are in ms−1. The Hodgkin-Huxley [25] transmembrane
voltage, V is given by the equation,

The well known Hodgkin-Huxley equation [25] for the squid giant axon without action
potential propagation is given as

Cm
d

dt
V (t) + GK(t)(V (t)−EK) + GNa(t)(V (t)−ENa) + GL(V (t)−EL) = Iext(t). (6.1)

Parameters are taken from the references of Gerhard Schmid, Igor Goychuk and Peter
Hanggi [50–52] and their descriptions are given Table 6.1.

Table 6.1: Parameters of Hodgkin-Huxley equation
Cm Membrane capacitance 1 µF/cm2

EK K+ reversal potential -77.0 mV
ρK K+ channle density 18 channels/ µm2

gmax
K Maximal K+ channel conductance(all K+ channels are open) 36.0 mS/cm2

γK Single K+ channel conductance 20 pS
ENa Na+ reversal potential 50.0 mV
ρNa Na+ channle density 60 channels/µm2

gmax
Na Maximal Na+ channel conductance(all Na+ channels are open) 120.0 mS/cm2

γNa Single Na+ channel conductance 20 pS
EL Leak reversal potential -54.4 mV
gL Leak conductance 0.3 mS/cm2

The potassium and sodium membrane conductances for a discrete stochastic channel
populations are expressed as by the following equation,

GK(V, t) = [gmax
K /NK ] Nn4 and GNa(V, t) = [gmax

Na /NNa] Nm3h1 , (6.2)
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where Nn4 and NNa are the number of open potassium and sodium channels, respectively
and NK and NNa are the total number of potassium and sodium channels, respectively.

6.3 Choice of Simulation Technique

Computer simulation algorithms can be categorized into two groups:

1. Approximation algorithm: Langevin’s equation provided by Fox and Lu [35, 36]
where the gating variables m, h and n are considered to be induced by independent
Gaussian white noise, ηx(t) such as,

ẋ = αx(V )(1− x)− βx(V )x + ηx(t), x = n, m, h.

The Gaussian white noise with zero mean takes into account the fluctuations of the
number of open gates. The noise strengths depend on the membrane voltage. The noise
correlations have the following form for an excitable membrane patch with NNa number
of sodium and NK number of potassium ion channels [35, 36], respectively,

< ηx(t)ηx(t′) >= 2
Ni

αxβx

αx + βx

δ(t− t′) i = Na, K, (6.3)

where NNa = ρNaA and NK = ρKA are the numbers of sodium and potassium ion channels
in a particular patch size of area A.

2. Exact algorithm: Conductance arises due to Markov jumping process between
states. The exact simulation thus possible by solving Markov models using stochastic
algorithms. The exact algorithms again can be classified into two algorithms, such as, i)
Channel-State-Tracking(CST) algorithms and ii) Channel-Number-Tracking(CNT) algo-
rithms. The CST algorithm tracks the states of each channel and superimposes individual
channel currents corresponding to the states. This algorithm is although simple but it is
computationally very intensive. It has been utilized by Clay and DeFelice [27] in 1983,
Strassberg and DeFelice [33] in 1993, and Rubinstein [30] in 1995. However an easy al-
ternative algorithm is Gillespie algorithm [37] in 1977 used by Skaugen and Walloe [32]
and Chow and White [38] in 1996 tracks the number of channels in each state with the
assumption that multi channel systems are independent and memoryless. This Channel
Number Tracking(CNT) algorithm provides much greater efficiency in cases where many
channels are simulated as the algorithm calculates an effective transition rate associated
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the multi-channel system allows only one transition among all states in a random time
interval.

6.3.1 Gillespie simulation algorithm

We have done the simulation using the following steps.

1. Initially we have fixed the number of Sodium and Potassium channels to be sim-
ulated. NNa = ρNaA and NK = ρKA are the numbers of sodium and potassium ion
channles in a particular patch of area A µm2.

2. Then at a resting membrane potential, i.e. at -70 mV the steady state values of the
gating variables n,m and h are solved using the follwing statedy state equations,

n = αn

αn + βn

, m = αm

αm + βm

and h = αh

αh + βh

. (6.4)

3. Next at t=0 we have assigned the population of the drug bound stat e, DNa/K = 0
for respective sodium and potassium bocker simulations. All the other 13 states are
binomially distributed as given by Skaugen and Walloe, 1979 [32],

Nkj
Na =3 Cj hk(1− h)(1−k)mj(1−m)(3−j)NNa,

N j
K =4 Cj nj(1− n)(4−j)NK , (6.5)

where Nkj
Na and N j

K denotes the population of the states where k number of h gates, m
number of m gates and j number of n gates are open. Here Nkj

Na and N j
K are integers

which fluctuate around their expected values.

4. Then we put a initial voltage of -60 mV and start the simulation. First we calculate
the individual propensities (aij for sodium ion channel and (ak) for potassium channels
of all the 30 reactions (including the drug bound state). The propensities aij or ak are
expressed as the sum of the rates leaving the states multiplied by the population of that
state, (mihj), e.g. the propensity of the reactions from the state (m2h0) is given by
a20 = (αm + 2βm + αh)Nm2h0 . Similarly a3 for the state n3 is given as, a3 = (αn + 3βn)N3.
This way we calculate 30 propensities corresponding to 30 reactions.

5. Next we calculate the total propensity, atot by summing all the propensities as
calculated in the previous step. The sum can be expressed simply for sodium channel
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blockers as,

aT =
[ 22∑

0
aij

]
+
[ 8∑

0
ak

]
.

and for potassium channel blockers,

aT =
[ 20∑

0
aij

]
+
[ 10∑

0
ak

]
.

6. Next we calculate the time required to take the next reaction to occur by calculating
τ , which is given as

τ = 1
aT

ln(1/r1),

where r1 is a pseudo-random number called from a uniform distribution [0,1]. As soon as
the τ is achieved, the time is creamented as t = t + τ .

7. In the next step we calculate which one of the 30 reactions has taken place in that
τ time. A random integer µ is assigned which designate the reaction number. So µ varies
from 1 to 30 in our case including the drug bound state. Then an another random number
r2 from an uniform distribution of unit interval is called. Then we calculate the quantity,
(r2 × aT ). Then the reaction number µ is calculated using the following relation

µ−1∑
ν=1

aν < (r2 × aT ) ≤
ν∑

ν=1
aν

. This is actually adding the successive propensities, such as a00 + a01 + a10 + a11 + ... +
a30 + a31 + a0 + a1 + .... + a4 under the µ do-loop (1 ≥ µ ≤ 30) until their sum is equal or
just exceed (r2× aT ), and the µ is then set equal to the index of the last aν , term added,
i.e. the loop index or reaction number index µ. This is how the reaction taken place is
identified.

8. As soon as the reaction number index, µ is identified, the population of the states
associated with that reaction is updated by ±1. The population of the state from which
the transition occured is updated with -1 and the population of the state where to the
transition has occured is updated with +1.

9. Then the sodium and potassium conductances are calculated using equation 7.2 and
the corresponding sodium,INa and potassium ionic, IK currents are given by the equation

IK = GK(V, t)(V − EK) and INa = GNa(t)(V − ENa). (6.6)

For the first step the V=-60 mV here, as mentioned in step 4.
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10. Then membrane potential is simply integrated with a time step τ as follows,

Vi = Vi−1 + 1
Cm

[(Iext − Iint)τ ] ,

where Iint = IK + INa + IL. We have taken here the Iext = 6.9.

11. Then again the process is repeated from step 4, with the new value of membrane
potential and updated rates and propensities in that V.

12. To calculate the spike frequency of action potential we run the program for a very
long time and then count the spike number in 10000 ms to calculate the frequency in Hz
unit. The program is written in Fortran 90.

6.3.2 From microscopic limit to deterministic limit

In this section we shall study the action potentials and conductances of sodium and
potassium channels under no external current,Iext = 0.0µA/cm2 starting from very low
patch size A = 0.5µm2 to deterministic limit such as A = 200µm2. Here the presence
of drug is not considered. Thus here we used the Gillespie’s simulation considering 13
states and 28 reactions. In figure (6.2) we have shown how the action potentials vary
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Figure 6.2: Action potentials at various patch sizes is plotted here. From (a) to (d) the
action potentials are shown for A= 1.0, 10.0, 100.0, 200.0 µA/cm2. Iext = 0.0 µA/cm2.
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from patch size,A=1.0 to 200 µm2. In figure 6.2(a) the action potential for A = 1.0µm2

is plotted where approximately 60 sodium channels and 18 potassium channels take part
in action potential generation. At very low patch size channel noise play very important
role. At low patch size these number fluctuations or channel noise can alone generate
spiking activities as already known to literature [50–52]. As soon as the patch size is
increased the rate of spontaneous generation of spikes decreases. As we can see at very
high patch size, for example A = 200µm2, the spiking phenomenon vanishes away and
system behaves similarly as it does in deterministic limit at Iext = 0.0µA/cm2.
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Figure 6.3: Conductance curves for sodium and potassium channels from microscopic
system to deterministic limit. In the left panel potassium and in the right panel the sodium
channel conductances are plotted for A = 0.5, 1.0, 10.0, 200 µA/cm2 at Iext = 0.0µA/cm2

for first few mS.

The stochastic nature of conductance for both sodium and potassium channels are
well observed from the figure (6.3). At high patch size the conductance curves behave
similar to the response in deterministic limit.
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6.4 Effect of Sodium & Potassium Channel Blockers

In this section we shall study the effect of sodium and potassium blockers separately using
Gillespie’s simulation for the model shown in figure (6.1) for Iext = 6.9 µA/cm2.

6.4.1 Sodium blocker

Here we ave considered only open state sodium channel blockers to study the effect of
blockers on action potential and ionic currents. Thus only DS state is present not DP .
From figure (6.4) it is seen that with increasing drug concentration the number of action
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Figure 6.4: Action potentials in presence of various sodium blocking affinities is plotted
here. In figure (a) the action potentialsare plotted with out the presence of any drug.
From figure (b) to (g) the action potentials are plotted for kon=0.0001, 0.001, 0.01, 0.1,
0.5 and 1.0. for A= 200 µA/cm2 and Iext = 6.9 µA/cm2

potential gradually decreases and at very high value of kon=1.0 the system totally fails
to regenerate action potentials. As the rate of drug binding increases more and more
channels go to the state and gets trapped. Thus the available open sodium channels
gradually decreases and thus that patch fails to generate action potentials. As the action
potentials on that patch are not generating, the patch fails to send signals to the nervous
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system and the nervous system with out getting any response from that patch can not
feel its existence. This is the intricate mechanism of local anesthesia.

Next we have seen how the sodium and potassium ionic currents get modified with
increasing drug binding rates. From figure (6.5) we can see that with increasing drug
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Figure 6.5: In the left panel from figure (a) to (g) the sodium ionic current and in the
right panel from figure (h) to (n) potassium ionic current is plotted for A= 200 µA/cm2

and Iext = 6.9 µA/cm2.

concentration as the available open state of sodium channels decreases rapidly, the sodium
ionic current also decreases. At very high concentration such as kon=1.0 the sodium ionic
current almost vanishes. Interestingly the effect of drug is not only evident on sodium ion
current, it directly affect the potassium currents too. This happens because sodium and
potassium channels together works for action potentials. The number of spike of sodium
ionic current is equal to the number of spike for potassium ionic current.

Next we have shown the population of the drug bound state with increasing kon. It
is seen that with increasing kon rate the population of the drug binding state increases
rapidly. Next we have shown the spiking frequency of the action potentials with increasing
kon in figure (6.7). It is seen that the spiking rate almost falls off exponentially from high
concentration to low concentration.
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6.4.2 Potassium blocker

Here we have studied the effect of Potassium blockers on action potential, ionic currents
and spiking activity. Here the DP state is only considered, not DS state. In figure (6.8) the
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Figure 6.8: Action potentials in various blocking affinities are plotted here. In figure (a)
the action potentials are plotted with out the presence of any drug. From figure (b) to
(g) the action potentials are plotted for kon=0.0001, 0.001, 0.01, 0.1, 0.5 and 1.0. for A=
200 µA/cm2 and Iext = 6.9 µA/cm2

action potentials for various kon is plotted here. We have found an interesting dependence
of kon here. Initially with increasing kon the spiking activity increases unlike sodium
channel and then decreases. This initial increase is consistent with the literature [52].
With increasing drug concentration umber of potassium channel decreases and that causes
and increase in the internal channel noise. As we have already seen from the figure
(6.2) that channel noise can play important role and can spontaneously generate spiking
activities. There exists a competition between the overall conduction of the potassium
current and the channel noise. Initially the influence o the channel noise dominates and
thus the spiking activity increases. After a certain kon value the spiking activity decreases.
In this case the influence of overall potassium conductance dominates. The potassium
conductances falls of drastically due to lack of available open potassium channels. Thus
it is seen that due to the lack of available potassium channels the depolarization process
gets hampered and the action potential generation does not complete. As is it is not
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complete further re-factorization of membrane depolarization is not possible and thus no
action potential generation is possible as seen from figure 6.8(e-f).

Next we have plotted the potassium and sodium ionic currents in the figure (6.9).
For all the kon values both the sodium and potassium currents have 1:1 correspondence
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Figure 6.9: In the left panel from figure (a) to (g) the potassium ionic current and in the
right panel from figure (h) to (n) sodium ionic current is plotted for A= 200 µA/cm2 and
Iext = 6.9 µA/cm2.

regarding the spike numbers. With increasing kon initially the spikes of both ionic increases
and then decreases as seen from the action potentials. Also the ionic currents for higher
kon falls of and never re-initiates. In figure (6.10) we have plotted the population of the
potassium blockers.

Next we have plotted the spike frequency of the action potentials with increasing
kon. As mentioned earlier initially with increasing drug concentration the spiking activity
increases, we see that the spiking frequency initially increases as channel noise increases
and then it decreases as the overall potassium conduction decreases as seen from figure
(6.7).
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6.5 Conclusion

In this chapter we have introduced a simple but realistic approach to understand the effect
of sodium and potassium blockers all the way from microscopic level to deterministic level.
We have utilized the site selective drug blocking mechanism of the single sodium and
potassium channel to explore the overall action potential. The existing literature of drug
blockers using Langevin description [52] discards the drug blocked channels before hand
and calculate the action potential using the available channels which are not blocked yet.

But in our approach we can track each states in real time and we can see how gradually
the entire population is shifting to the drug bound state. The conductance or population
of open states is real time updated with population changes. Thus this approach provides
more realistic picture of drug binding.

We have understood that the number of sodium current spike will always be equal to
the potassium spikes. In case of sodium channels blockers although the spiking activity
decreases, the action potentials generated are of complete shape because of available
potassium channels but in case of potassium blockers at higher values of kon due to the
lack of potassium channels the shape of action potential can not complete and as the
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re-factorization process gets hampered, the action potential can not regenerate or the
spiking activity is completely destroyed.

We have also seen that in case of sodium blockers the increase in drug binding affinity
directly leads to decrease in number of action potential generation whereas for potassium
channel with increasing drug binding affinity initially the channel noise come into play
which enhances spiking frequency and then it gradually behaves similarly like sodium
blockers.
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Chapter 7

Effect Of Channel Noise On
Synchronization And Metabolic
Energy Consumption In
Unidirectionally Coupled Two
Hodgkin-Huxley Neurons

In this chapter the stochastic generalization of single Hodgkin-Huxley neuron is further
extended to unidirectionally coupled neurons. Our main focus is to elucidate the kinetics
and energetics of unidirectional synchronization between two coupled neurons as a func-
tion of patch size. We have found that the size of the patch is playing the pivotal role
in unidirectional synchronization and metabolic energy consumption. For example, there
exist three different patch size ranges in which coupled neuron system behaves differently
from noise enhanced phase to dead range before reaching the deterministic limit. We
have also found that the sodium and potassium channel blockers have distinct kinetic and
energetic effects on synchronization process and metabolic energy consumption rate.

7.1 Introduction

The action potential is the basic unit of signaling used by nerve and muscle tissue for cel-
lular communication. Generation of action potential to maintain neural activity requires
high metabolic energy [1–4]. In humans, the brain has only 2% of the body mass but
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it consumes 20% of the human metabolic energy [1] which is a large fraction. The gen-
eration of the firing sequences of action potentials to transmit information [2] consumes
a large fraction of brain’s total metabolic energy consumption. The action potential in-
volves influx of Na+ ions and efflux of K+ ions through voltage-gated ion channels, which
charge the membrane capacitance to the peak of the action potential and then discharge
it back to resting potential. This whole process consumes huge energy. Ion pumps ex-
trude ions through the cell membrane against their concentration gradient consuming
ATP molecules. There are three basic reasons why action potential demand huge energy.
Firstly, making a robust signal requires the membrane capacitance to be charged by more
than 50 mV to the peak of the action potential. Secondly, the total area of the membrane
covered by action potential during its propagation through axons, collaterals and den-
drites is very large and so the capacitance must be charged to the peak voltage. Thirdly,
the flux of Na+ and K+ ions exceeds the minimum required to charge the membrane to
peak potential because the Na+ and K+ currents overlap [5, 6]. Energy consumed by a
neuron during an action potential is estimated by recording some action potentials and
then computing theoretically the number of sodium ions required to enter into the cell
to produce the same membrane depolarization [5–11]. The Hodgkin-Huxley [12] circuit
model is the most frequently used model in the study of actual neurons [13–16]. The av-
erage metabolic energy consumption can be estimated by calculating the total derivative
of the electrochemical energy in the circuit [17,18].

Speaking of coupled neuron system obviously brings the topic of synchronization. Al-
though the synchronization process in physical and biological system is a well known
[19–23] but the neuronal synchronization process is one of the most important biologi-
cal phenomena. Neural activities like selective attention [24–26], cognition [27], memory,
learning [28, 29] and some diseases relate to the synchronization process [30–33]. Con-
trolled synchronization of coupled neuron systems have been widely investigated [34, 35]
like many studies to understand the biological information transfer process in neural
networks. Experimentally [36, 37] it is seen that in large ensembles of neurons the syn-
chronization plays significant role in information processing. Experimentally it is also
seen that two coupled living neurons can be synchronized by depolarizing external DC
current [38]. Theoretically various modern control methods [39–41], like feedback control,
back stepping design, and nonlinear control were successfully applied to neuronal synchro-
nization. Signals are transferred from one neuron to another through synaptic junctions
which are mainly of two types, such as chemical or electrical. Electrical synapses or gap
junctions are efficient and robust to transmit signal from one neuron to another [42]. Al-
though energetics and synchronization process of unidirectionally coupled neurons is well
researched in literature, the effect of patch size variation of individual neurons of the cou-
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pled system has not been thoroughly investigated earlier. Also the effect of sodium and
potassium blockers on the synchronization process and metabolic energy consumption has
been overlooked.

To explore the effect of patch size and channel blockers, we have considered here a sim-
ple coupled neuron system connected via gap junction channels of particular conductance.
We calculate the metabolic energy consumed by the ion channels using Hodgkin-Huxley
circuit model. The metabolic consumption of energy of action potential has been calcu-
lated taking internal channel number fluctuations in account. Channel noise plays very
important role in action potential generation. Thus we have incorporated the channel
noise in both the neurons. For simplicity we considered both the neurons have same
size. In our future work we shall investigate the case of neural synchronization where
two neurons are of different size. To be specific in this work we have asked the following
questions.

(1) How does the coupled system kinetically and energetically respond to the variable
patch size?

(2) To find the effect of sodium blockers, potassium blockers and total blockers on the
action potential response and metabolic energy consumption.

(3) What are the qualitative and quantitative differences between these three types of
drug blockers?

The layout of the chapter is as follows. In section (7.2) we have discussed the deter-
ministic description of metabolic consumption of a single neuron in presence of external
current. Then in section (7.3) we have discussed the kinetic scheme and energetics of the
unidirectional coupling. In section (7.4) the channel noise is introduced in the coupled
neuron and in various subsections we have studied the effect of patch size on synchroniza-
tion and average metabolic energy consumption. In section (7.5) we have explored the
effect of three types of channel blockers on metabolic energy consumption. Finally the
chapter is concluded in section (7.6).
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7.2 Single Hodgkin-Huxley Neuron: Deterministic
Description

As we have already seen the well known Hodgkin-Huxley equation [12] for the squid giant
axon without action potential propagation is given as

Cm
d

dt
V (t) + GK(t)(V (t)−EK) + GNa(t)(V (t)−ENa) + GL(V (t)−EL) = Iext(t), (7.1)

where V(t) is the membrane potential. Parameters are taken from the references by
Gerhard Schmid, Igor Goychuk and Peter Hanggi [43–45] and their descriptions are given
Table 6.1. Conductance GK(t) and GNa(t) are given as follows,

GK(t) = gmax
K n4 and GNa(t) = gmax

Na m3h, (7.2)

where n, m and h are the well know gating variables of potassium and sodium channels
which describe the mean ratios of the open gates of the working channels. The factor n4

and m3h are the mean portions of the open ion channels within the membrane patch.The
dynamics of the opening probabilities for the gates are given by

ẋ = αx(V )(1− x)− βx(V )x, x = n, m, h. (7.3)

The expressions of the voltage dependent rates [43–45] are given as follows

αm(V ) = (0.1(V + 40))(1− exp[−(V + 40)/10])−1,

βm(V ) = 4 exp[−(V + 65)/18],

αh(V ) = 0.07 exp[−V + 65)/20],

βh(V ) = 1 + exp[−(V = 35)/10]−1,

αn(V ) = (0.01(V + 55))(1− exp[−(V + 55)/10])−1,

βn(V ) = 0.125 exp[−(V + 65)/80]

.

The total electrical energy accumulated in the circuit at a given moment in time is [18]

H(t) = 1
2

CmV 2 + HNa + HK + HL, (7.4)
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where 1
2CmV 2 is the electrical energy accumulated by the capacitor and the last three

terms represent the energies in sodium, potassium and leak batteries, respectively. The
electrochemical energy accumulated in the batteries are potentially unlimited as the ex-
haustion of the batteries are not considered here. In the real neuron, the nutrients con-
sumed with food actually prevents the ion pumps from getting exhausted. The rate at
which the batteries supply electrical energy to the circuit is equal to the electromotive
force of the batteries multiplied by the electrical current through the batteries. The total
derivative with respect to time of the above energy is given by [18]

Ḣ(t) = CV V̇ + INaENa + IKEK + ILEL, (7.5)

where
INa = gmax

Na m3h(V − ENa),

IK = gmax
K n4(V − EK),

and
IL = gL(V − EL) (7.6)

are the sodium, potassium and leakage currents. Substituting equation (7.1) into (7.5)
one can obtain the following relation,

Ḣ = V Iext − INa(V − ENa) + IK(V − EK) + IL(V − EL). (7.7)

Now substituting equations (7.6) into (7.5) we get

Ḣ = V Iext − gmax
Na m3h(V − ENa)2 − gmax

K n4(V − EK)2 − gL(V − EL)2. (7.8)

The above equation is the total derivative of the electrochemical energy in the neuron.
The first term in the right-hand summation represents the electrical power supplied to
the neuron via the different junctions reaching the neuron such as synapse and the other
three terms of the summation represent the total metabolic energy per consumed by all the
three types of ion channel per second. The metabolic consumption of the Hodgkin-Huxley
neuron is calculated evaluating (7.8) at different values of the external current Iext. For
computation we have used second order Runge-Kutta method for solving the differential
equations (7.1)-(7.3) . The initial voltage at which the steady states n∞, h∞, m∞ were
calculated is taken as -70 mV. Then the stimulus voltage was provided at -60 mV at two
different external current, Iext = 6.9 and 10.0 µA/cm2. Then evaluating equation (7.8)
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Figure 7.1: Energy Utilization in Hodgkin-Huxley Neuron at Iext = 6.9 and 10.0µA/cm2.
In fig. (a) the action potentials are plotted. In fig. (b) energy supplied/second to the
neuron is plotted. In fig. (c) the total metabolic energy consumption rate by all the
three ion channels are plotted. (d) Currents of sodium, potassium, and leaks for a single
action potential is shown here. Sodium current is negative but to compare with others it
is plotted with positive sign. (e) Metabolic energy consumption corresponding to all the
ion currents are plotted in positive axis, although all of them are negative.

we have calculated the electrical energy supplied to the neuron and the metabolic energy
consumption, Em(t), for all the three ion channels.

In fig. 7.1(a) we have plotted the action potentials as a function of time(ms) in
presence of external current, Iext = 6.9 and 10.0µA/cm2 . With increasing Iext the rate of
spiking activity increases. In fig. 7.1(b) the rate, V Iext at which the electrical energy is
supplied to the neuron is plotted. In fig. 7.1(c) the total metabolic energy consumption
rate of the neuron by its ion channels are represented. It is seen from the peaks of figure
7.1(b) and (c) that the electrochemical energy consumption is much greater than the
energy supplied to the neuron. This rate of energy is replenished by the ion pumps and
metabolically supplied by hydrolysis of ATP molecules in order to maintain the neuron’s
activity [18].

In figure 7.1(d) sodium, potassium, and leak currents for a single action potential
is shown. The negative sodium current [60] is plotted on positive axis to compare the
current. The area of sodium and potassium currents are almost the same which means
they neutralize each other to the extent of their mutual overlap and thus the net membrane
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current is much smaller. The total number of Na+ or K+ ions that permeate the membrane
during the action potential is proportional to the area under the curves. In figure 7.1(e) the
electrochemical energy consumption associated with each of the ion currents are shown.
The energy consumptions are actually negative which are plotted here in positive axis.
The total metabolic consumption of the neuron in generating one action potential is
directly the sum of these three components.

7.3 Unidirectionally Coupled Two Hodgkin-Huxley
Neurons Via Gap Junction: Deterministic De-
scription

So far we have seen the energetic balance in a single neuron. Now we focus on a system
where two neurons are coupled to each other. In real system neurons are coupled to
each other via electrical synapses or gap junctions and through chemical synapses. We
have considered here on the electrical synapse. Electrical synapses owing to have very
simple mechanism results in fast or robust signal transmission but can produce only
simple behaviors, not al the complex processes where chemical synapses do well [46]. As
in gap junction channels there is no need for receptors to recognize chemical messengers,
signal transmissions here is more rapid than that in chemical synapses which are generally
the most abundant kind of junctions between neurons. Electrical neurotransmission in
electrical synapses is less modifiable than chemical neurotransmission as they do not
involve neurotransmitters. The response is always the same sign as the source and the
relative speed of electrical synapses allow for many neurons to fire synchronously [46–48].

7.3.1 Kinetic scheme of unidirectionally coupled Neurons

To mathematically express the unidirctionally coupled neurons it is considered that both
neurons obey two sets of Hodgkin-Huxley equations (7.1) with an addition of a coupling
term affecting the postsynaptic neuron only [18]. We have considered that the two neurons
are initially in states which are very close to each other. For that reason we have kept
the parameters of the master neuron same as described in Table 6.1 and reduced the
parameters of the slave neuron by 3%, such as C2m = 0.97, E2K = −74.69, E2Na = 48.5,
E2L = −52.768, g2L = 0.291, gmax

2Na = 116.4, gmax
2K = 34.92. With such parameters

both neurons can not share time solutions or they can not be synchronous. The control



7.3 Unidirectionally Coupled Two Hodgkin-Huxley Neurons Via Gap Junction:
Deterministic Description 178

action has been implemented in the slave neuron or post synaptic neuron to bring it
in synchronization with the master or presynaptic neuron. It is given as the junction
current IJunction = Ksync(V1 − V2), where Ksync is the constant conductance of the gap
junction or coupling strength in mS/cm2. The junction current, Ksync(V1 − V2) can only
flow into the slave neuron through the electrical junction from master neuron making it
unidirectional. The difference in electrical potential in the coupled two neuron system is
maintained by an amplifier with very large entrance impedance that restricts the energy
going back to the first neuron whereas the energy that the second neuron needs at the
junction is provided by the amplifier. The slave neuron can not affect the response
of the master neuron. We consider that the membrane current of presynaptic neuron,
Istimulus(t) is induced by a Gaussian noise, ξ(t) of mean 0.0 µA and variance 9.0 µA. Thus
here Istimulus(t) = Iext + ξ(t) and through out the rest we have taken Iext = 6.9µA/cm2.
The postsynaptic neuron is exposed to a total current, Inoise induced by a Gaussian noise
of mean 0µA and variance 1 µA. This noise is attributed to the mean of erratic signals
coming to the postsynaptic neuron from all other synapses that we do not specifically
consider here. Thus the Hodgkin-Huxley equation for the master and slave neuron stands
as,

C1mV̇1 = Istimulus(t)− I1Na − I1K − I1L

C2mV̇2 = Inoise(t)− I2Na − I2K − I2L + IJunction. (7.9)
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Figure 7.2: Model of Unidirectional coupling of two Hodgkin-Huxley neurons where the
master neuron is unaffected by the second or slave neuron by the nature of the amplifier.
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7.3.2 Energetic description of the unidirectionally coupled neu-
rons

As the electrical energy of the slave neuron is only affected by the coupling, it is expressed
as,

H2(t) = 1
2

C2mV 2
2 + H2Na + H2K + Hl + HAmplifier. (7.10)

The first term in the summation is the accumulated electrical energy in the capacitor
and the second, third and the fourth term upon summing up gives the total metabolic
consumption of the slave neuron. The last term is the energy available in the gap junction
or the amplifier. The total energy derivative in the second neuron is given by

Ḣ2 = V2Inoise − gmax
2Nam3

2h2(V2 − E2Na)2 − gmax
2K n4

2(V2 − E2K)2 − g2L(V2 − E2L)2

+KsyncV2(V1 − V2) + KsyncV1(V1 − V2). (7.11)

The last two terms represent energy balance in the junction. Among the last two terms
the first one corresponds to the energy consumed at the postsynaptic site of the junction
and the second term corresponds to the energy contributed by the amplifier. No energy
comes from the master neuron except information [18].

7.4 Effect Of Patch Size In Unidirectionally Coupled
Neuron

Until now we have considered only the deterministic description of the neurons. But the
Hodgkin Huxley model operates on the average number of open channels disregarding
the corresponding number fluctuations or channel noise. These fluctuations are inversely
proportional to the number of ion channels. Thus Hodgkin Huxley model is valid only
within a large system size. But in actual neuron in a finite patch size there exists a finite
number of sodium, potassium and other ion channels. So the role of internal fluctuations
can not be neglected apriori . Channel noise alone can give rise to a spiking activity even
in the absence of external stimulus [43, 44].
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7.4.1 Stochastic generalization of Hodgkin-Huxley model:
Langevin description

We use here Fox and Lu’s [49, 50] system size expansion method which uses stochastic
differential equation or Langevin description to replicates the behavior of the Markov chain
model [53,54] with high accuracy and it is computationally less exhaustive [43–45,51,52].
Here the dynamics of the gating variables are considered to be noisy as follows,

ẋ = αx(V )(1− x)− βx(V )x + ηx(t), x = n, m, h, (7.12)

where the terms with ηx(t) are independent Gaussian white noise with zero mean which
takes into account of the fluctuations of the number of open gates. The noise strengths
depend on the membrane voltage. The noise correlations have the following form for an
excitable membrane patch with NNa number of sodium and NK number of potassium ion
channels [49,50], respectively

< ηx(t)ηx(t′) >= 2
Ni

αxβx

αx + βx

δ(t− t′) i = Na, K, (7.13)

where NNa = ρNaA and NK = ρKA are the numbers of sodium and potassium ion channels
in a particular patch size of area A.
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Figure 7.3: Spontaneous generation of action potentials using Langevin description for a
single neuron with initial input of V1 =-60 mV and the steady state values of the gating
variables, x∞ are calculated at V=-70 mV.
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In figure (7.3) we have shown the effect of incorporation of the channel noise into the
master neuron only, in absence of any external current, i.e. Istimulus = 0.0. Here we show
that with decreasing patch size, the spiking activity increases. Thus it is seen that channel
fluctuations or channel noise is sufficient to generate spontaneous action potential. With
increasing path size system behaves similar to the deterministic dynamics of Hodgkin and
Huxley action potential.

Next we have incorporated the channel noise into both the master and slave neurons.
For simplicity we consider both of them with equal number of sodium and potassium
channels. Here we have used similar set of equations as in equation (7.12) and (7.13) for
both the neurons and solved equation (7.9).

0 100 200 300 400 500
Time (mS)

-80

-60

-40

-20

0

20

40

60

V

0 100 200 300 400 500
Time (mS)

-80

-60

-40

-20

0

20

40

60

V

Deterministic limit matched

Deterministic limit matched

Deterministic:Iext=Istimu(6.9)+    (t):black

Patched(A=20,000):Iext=Istimu(6.9)+    (t):red

Deterministic:Iext=Istimu(10)+    (t):black

Patched(A=5,000):Iext=Istimu(10)+    (t):red

Deterministic limit  of Patched system obtained

ξ
ξ

ξ
ξ

Master Neuron

Master Neuron

a

b

1
1

Figure 7.4: Standardization or cross verification of the results at deterministic limit. For
Iext = 6.9 µA/cm2 and Iext = 10.0 µA/cm2 the deterministic limit is achieved at A=20,000
and 5,000µm2, respectively.

To convince our result to be meaningful one can cross verify the result in the following
way. We solved the deterministic Hodgkin -Huxley equation (7.1- 7.3) in presence of
noisy external current, Istimulus(t) = Iext + ξ(t), as given earlier in the master neuron with
similar set of Gaussian random numbers for both the deterministic and patched programs
and varied the patch size from 100 to 20,000 µm2. We have found that for an external
current of Iext = 6.9 µA/cm2 both the deterministic and the patched solutions exactly
match each other as seen from figure 7.4(a). It is seen that as we increase the external
current the deterministic limit is achieved within a patch size of A=5,000 µm2 as seen
from figure 7.4(b). Here we have continued our study with Iext = 6.9 µA/cm2 taking
A=20,000 µm2.



7.4 Effect Of Patch Size In Unidirectionally Coupled Neuron 182

7.4.2 Kinetic picture of synchronization

Here we have plotted the action potentials of both master and slave neurons with increas-
ing Ksync value. We have shown the synchronization process here in the deterministic
limit of A=20,000 and Iext = 6.9 µA/cm2. From figure 7.5 (a) we can see that the slave
neuron is not at all in synchronization with the master neuron for Ksync=0.01. The mas-
ter neuron response is same for the Ksycn values. Thus it is plotted only in the first and
last value of the Ksync to compare it with slave response. As Ksync value increases the
slave neuron starts firing initially at a random rate and then gradually the rate becomes
equal to the master neuron at Ksync= 0.2. Although there exists little phase lag between
the two neurons at Ksync= 0.2 which gradually eliminates at higher Ksync values.
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Figure 7.5: Action potential, V2(t) trains of the slave neuron at different Ksync values,
for A=20,000µm2, Istimulus(t) = Iext(= 6.9) + ξ(t). In figure (a) and (f) the black dashed
curves which correspond to the master neuron is same for all values of Ksync . In (f) it is
seen that the slave neuron is almost synchronized with the master neuron at Ksync = 0.2.

7.4.3 Energetics of the unidirectional synchronization

Next we have shown the total metabolic energy consumption, Em(t), by all the three
channels together with time. It is seen from figure 7.6(a) that at very low value of Ksync
the average metabolic energy consumption of the slave neuron is very less. As soon as
Ksync increases the spiking activity increases and as a result. Interesting fact here is that
for each spike the maximum of the Em(t) is almost same for almost all the spikes and



7.4 Effect Of Patch Size In Unidirectionally Coupled Neuron 183

0 100 200 300 400 500

200

300

400

500

600

700

0 100 200 300 400 500
0

25000

50000

75000

1e+05

0 100 200 300 400 500
0

25000

50000

75000

1e+05

0 100 200 300 400 500
0

25000

50000

75000

1e+05

0 100 200 300 400 500
0

25000

50000

75000

1e+05

0 100 200 300 400 500
0

20000
40000
60000
80000
1e+05

Slave

Master

Kysnc=0.01

Kysnc=0.06

Kysnc=0.08 Kysnc=0.2

Kysnc=0.07

Kysnc=0.05a b

c d

e f

Time(ms) Time(ms)

E
m

(t
)

E
m

(t
)

E
m

(t
)

A=20,000

Iext= 6.9

Figure 7.6: Metabolic consumption of energy, Em(t) of slave neuron at different Ksync

values, for A=20,000µm2, Istimulus(t) = Iext(= 6.9) + ξ(t). In (f) red dashed curve which
corresponds to the master neuron is same for all values of Ksync. In (f) it is seen that the
slave neuron is almost synchronized with the master neuron at Ksync=0.2.

for all Kync values. At Ksync=0.2 the Em(t) for both master and slave neurons becomes
almost equal as seen from figure 7.6(f) .

Next we have plotted the average consumption of metabolic energy with increasing
Ksync value. As the spiking activity is stochastic in nature we take the average over a
long period of time. As it is unidirectional coupling the coupling constant has no effect
on master neuron. It is seen from figure 7.7 that the average total metabolic energy,
< Em >, for the master neuron is around 9000 nJ/s. The average metabolic energy
for slave neuron from around 350 nJ/s at Ksync = 0 mS/cm2 gradually increases and
eventually meets master neuron at Ksync = 0.1.

7.4.4 Effect of patch size variation on metabolic energy con-
sumption

Next we have studied the effect of patch size on the metabolic energy consumption. It
is not possible for a neuron to have infinite numbers of ion channels in a finite patch
size. As we have also seen that the patch size plays very important role. A low patch
size channel noise can alone give rise to spontaneous spiking activities. Thus studying
the nature of metabolic energy consumption with variable patch size is very important.
In the figure (7.8) we have shown the action potential spikes and the metabolic energy



7.4 Effect Of Patch Size In Unidirectionally Coupled Neuron 184

0 0.02 0.04 0.06 0.08 0.1 0.12 0.14 0.16 0.18 0.2

Ksync

0

1000

2000

3000

4000

5000

6000

7000

8000

9000

10000

<
E

m
>

 (
n

J
/S

)

Master Neuron
Slave Neuron

Iext=6.9
A=20,000(Deterministic Limit)

Figure 7.7: The average metabolic energy consumption of the master and slave neuron is
plotted here for different Ksync values at A=20,000 µm2 and Istimulus(t) = Iext(= 6.9) +
ξ(t). Each average was taken over very long time trajectories as shown in figure (7.6).

consumption of slave neuron at Ksync=0.2 in left and right panels, respectively. In
this Ksync value both the slave and master responds almost equally as seen from figure
(7.5). Here we have shown the variation of patch size from A=100 to 20,000. In figure
7.8(a) one can see that with decreasing patch size channel noise plays very important
role in action potential generation and consequently the metabolic energy consumption
also increases as we decrease the patch size. Thus as we keep on increasing the patch
size the spiking activity starts decreasing and suddenly and surprisingly at A=2000 the
spiking activity totally vanishes and the corresponding metabolic consumption rate also
falls down abruptly. This certain phenomenon continues with increasing value of A until
A=6500 is arrived as seen from figure 7.8(c) and (d). Again after A=7000 to 20,000 the
spiking activity becomes almost similar to the deterministic result as seen from figure
7.8(e) and (f).

Thus there exist three different patch size ranges where the neurons behave differently.
At very low patch size(e.g. A= 100-1500) the system dynamics and energetics are mainly
governed by the channel noise or channel number fluctuations. In the mid range (e.g. A
=2000-6500) the neurons can not even generate action potentials. This patch size range
can be called as dead range. Then with increasing patch size(7000-20,000) the system
gradually starts behaving as it behaves in deterministic limit.

Next we have done a detailed analysis of the effect of patch size on average metabolic
energy, < Em >. In figure 7.9(a) we have ploted < Em > with different Ksync values
for different patch sizes. It is seen that with increasing patch size the average metabolic
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Figure 7.8: Effect of patch size variation on action potentials and metabolic energy con-
sumption is shown in this plot. Only the slave neuron responses have been plotted, as in
Ksync the master and slave neuron is almost synchronized. In the left column the slave
action potentials and in the right corresponding Em(t)s are plotted.

energy consumption for both master and slave neuron decreases. It continues to occur
until around A=1500. After that for A=2000 to 6500 the < Em > becomes very low and
again after A=7000 to 20,000 < Em > almost remains close to the deterministic average.
In figure 7.9(b) < Em > is plotted with patch size for different Ksync values. The
dependence on the patch size as depicted earlier is now evident from this picture. There
exist three distinct dependency of patch size on average metabolic energy consumption.
The very low and very high patch size region shows opposite dependence of patch size and
the mid range acts as an dead or inactive zone. For an unidirectionally coupled neuron
system this mid range of patch size for both master and slave neurons probably are not
a good combination for the generation of action potential unidirectionally.

From figure 7.9(a) it is also seen that with decreasing patch size, the Ksync value at
which the < Em > of master and slave neuron matches, is gradually right shifted. This
means the synapse is now finding difficulties in bringing the two neuron in synchronization.
Thus with decreasing patch size the synapse needs to work more to synchronize the
energies of the two neurons.
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Figure 7.9: In figure (a) the < Em > for master and slave neurons are plotted with
different Ksync values for different patch size. In figure (b) < Em > are plotted for
different patch size for different Ksync values.

7.5 Effect Ion Channel Blocking Drugs

Here we have studied the effect of three different types of drug blockers on the spiking
activity and metabolic energy consumption rate. We have taken examples of three types
of drug blocking. Among them one is sodium only blockers, e.g. tetrodotoxin (TTX),
second one is potassium blockers, e.g. tetraethylammonium (TEA) and the third type is
total blockers [55–57]. These drugs selectively blocks either sodium or potassium channels
and thus the available number of channels left for ion conduction gets reduced. This why
drug binding study here actually falls under the study of patch size effect. Here we have
considered that both the master and slave neuron have equal number of ion channels left
after the addition of drugs or we can say that both of the neurons are similarly affected by
the drugs [58]. For considering the effect of drugs the sodium and potassium conductance
modifies as follows [58],

GK(t) = gmax
K xKn4 and GNa(t) = gmax

Na xNam3h, (7.14)

where xK and xNa are the fractions of working ion channels which are not blocked by
drugs among the overall number of potassium channels, NK , or sodium ion channels, NNa,
respectively. Thus equations (7.1), (7.12), (7.13) and (7.14) form a stochastic Hodgkin-
Huxley model takes drug blocking into account. This set of equations with very high
patch sizes, e.g. A=20,000 corresponds to the deterministic limit.
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7.5.1 Sodium channel blockers

Here we have studied the effect of sodium blockers on action potential and metabolic
energy consumption. We have found very drastic effect of sodium blocks here. Here it is
shown that even a very minute change in number of available sodium channel the repetitive
spiking action totally vanishes surprisingly. We have studied the effect of sodium blockers
for xNa = 0.8, 0.6, and 0.4 as seen from figure 7.10(a). The master and slave action
potentials have been shown here. We can see that at Ksync=0.2 there is no considerable
change in the trends of action potentials for different xNa values but importantly the
synchronization between mastr and slave is obviously destroyed. The corresponding Em(t)
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Figure 7.10: Effect of Sodium Blockers on action potential and metabolic energy con-
sumption, deterministic limit. In figure (a) the master and slave neurons for have been
plotted for xNa = 0.8, 0.6 and 0.4. In (b) corresponding Em(t) and in figure (c) < Em >
is plotted for different Ksync values. In figure (d) the master neuron’s action potentials
are shown for Iext = 8.8, 9.0, 9.2 and 9.5 for xNa = 0.9.

is shown in figure 7.10(b) and the < Em > with Ksync has been plotted in figure 7.10(c).
From these two figures we can see that the average metabolic consumption rate drastically
falls. Thus minute variation in sodium ion channels in a particular external current will
cause drastic effect on action potential train. However we have shown that with these
fractions of sodium channel the spiking activities can be seen if the Iext is increased
gradually as seen from figure 7.10(d). Here the Iext used are 8.8, 9.0, 9.2, 9.5 for xNa = 0.9.
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Here also we have seen that the master and slave neurons are not synchronized. Also as
we decrease the fraction xNa, such as xNa = 0.8, higher magnitude of Iext is required to
resurrect the spikes again.

7.5.2 Potassium channel blockers

Next we have studied the effect of potassium blockers for xK = 0.8, 0.6, 0.4 and 0.1.
Unlike sodium blockers the potassium blockers have no instant drastic effect on action
potential of both master and slave neurons. In figure 7.11 the effect of potassium blockers
have been shown for Ksync=0.2 where both master and slave neurons remain almost
synchronized. Thus in figure 7.11 we have shown only the effect on slave neuron.

0 10 20 30 40 50 60 70 80 90 100

Time(ms)

-80

-60

-40

-20

0

20

40

60

80

100

V
 (

m
V

)

0.8

0.6

0.4

0.1

0 10 20 30 40 50 60 70 80 90 100

Time(ms)

0

2×10
4

4×10
4

6×10
4

8×10
4

1×10
5

E
m

(t
) 

sl
a

v
e
 (

n
J

/s
)

0.02 0.04 0.06 0.08 0.1 0.12 0.14
Ksync

0

2×10
3

4×10
3

6×10
3

8×10
3

1×10
4

<
E

m
>

 s
la

v
e
 (

n
J

/s
)

0.8
0.4
0.2
0.1

0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 1
x

7.5×10
3

8.0×10
3

8.5×10
3

9.0×10
3

9.5×10
3

1.0×10
4

1.1×10
4

<
E

m
>

 (
n

J
/s

)

0.2, master

0.2, slave

0.09, slave

0.07, slave

0.06, slave
0.05 0.1

ksync

8000

9000

10000

11000

<
E

m
>

 m
a

st
e
r
 

K

Ksyncx
K

x
K

Ksync=0.2 Ksync=0.2

2

a b

c d

Effect of  Potassium Blockers 

A=20,000

A=20,000

Figure 7.11: Effect of potassium blockers on metabolic energy consumption in the deter-
ministic limit. In figure (a), (b) and (c) the slave neuron action potentials, Em(t) and
< Em > is plotted for xK=0.8, 0.6, 0.4 and 0.1, respectively. In figure (d) < Em > is
plotted with xK for different Ksync values.

From figure 7.11(a) it is seen that initially with decreasing xK value from xK = 1.0 the
spiking activity increases and continues to increase until a certain xK and then gradually
decreases. Here we have shown the picture for first 100 ms only to avoid congestion. A
similar trend is observed in the metabolic energy consumption rate as seen from figure
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7.11(b). With increasing drug concentration or decreasing available potassium channels
the maximum of spikes decreases as seen from figure 7.11(b). In figure 7.11 (c) we find
that at xK = 0.8 and 0.4 the < Em > at Ksync=0.2 are almost similar. It is also
seen that at very low Ksync such as 0.01 or 0.02 etc the < Em > of xK =0.4, 0.2 or
0.1 of the slave neuron starts from relatively much higher magnitude than xK = 0.8
or 1.0. For better understanding we have plotted the < Em > for a particular Ksync
value for different xK in figure 7.11(d). Here we can clearly see for Ksync=0.2, the
average metabolic consumption initially increase with decreasing xK until xK = 0.6 is
reached. After that < Em > again decreases both for master and slave neurons. This
initial increase in spiking activity is attributed to the noise enhanced spiking activity(as
reported earlier [58]). Figure 7.11 (d) shows that the noise enhanced spiking activity is
also evident in metabolic energy calculations. Now as we decrease the Ksync value we see
that the noise enhanced phenomena shows different nature in different Ksync values.

7.5.3 Total blockers

Here we study the effects of drugs that may block both sodium and potassium channels.
For simplicity we keep both xNa = xK = xNa/K= 0.8 and 0.5 in figure 7.12 with ksync=0.2.
In the left panel the transient action potentials have been shown in presence of no drug and
for xNa/K= 0.8 and xNa/K= 0.5 in figure 7.12 (a), (b), (c) respectively. It is interesting to
see that there are not much kinetic differences between the three different concentrations
of drug except phase difference and may be slight difference in spiking rate. But for
energetic analysis it is seen that all the three types are energetically very distinct process
as seen from figure 7.12(d). It is seen that with increase in the drug concentration or
decrease in the available number of ion channels available the average metabolic energy
consumption decreases. Also one thing can be noticed that with increasing number of
channel blockers the value of Ksync at which both master and slave neuron’s average
energy consumption becomes equal, is gradually right shifted. This means synapse also
finds it difficult to bring to neurons in synchronization. Synapse needs to work more with
increasing number of blocked ion channels.
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Figure 7.12: Effect of Total blockers on average metabolic energy consumption in the
deterministic limit. In the left panel from (a)-(c) the effect of total blockers on action
potentials for both the master and slave neurons are plotted but not that much observ-
able effect or difference is seen. On the contrary in figure (d) the blockers have pretty
distinguishable effect on energetic.

7.6 Conclusion

In this work we have studied the energetic cost of the signaling activity through generation
of spikes for single neuron as well as unidirectionally coupled neurons with an electrical
synapse. The basic ingredient of internal noise arising from individual stochastic dynamics
of the ion channels are utilized here to characterize spiking for a critical patch size.
However, here our main focus was on the effect of the patch size on metabolic energy
consumption of the master and slave neurons during the process of synchronization. The
detailed results can be summarized as follows.

(1) To standardise the existing system parameters of squid giant axon we have shown
that for a single neuron without the presence of any external current the deterministic
limit is reached within very low patch size(A=150 µm2), but for two coupled neurons
with an external current( such as 6.9 µA/cm2) a very large number of system size( e.g.
A=20,000 and A=5,000) for a critical value of external current(Iext =10.0µA/cm2) is
required to produce deterministic result. With increasing external current the required
patch area decreases to reach the deterministic limit.



7.6 Conclusion 191

(2) There exist three different ranges of patch size where the coupled system behaves
in a very different manner. At very low patch size range (e.g. A= 100-1500) the system
dynamics and energetics are mainly governed by the channel noise or channel number
fluctuations. In the mid range (e.g. A =2000-6500) the system fails to respond properly.
It can not generate trains of action potentials in this range which adequately can be called
as dead range. Then with increasing patch size the system gradually starts behaving as
it should follow in deterministic limit.

(3) The range of patch size where channel noise predominates, with increasing patch
size metabolic energy consumption decreases as channel noise decreases and with increase
in patch size the spontaneous spiking activity decreases. Next in the mid range as there ex-
ist no spiking trains, the metabolic consumption of energy falls drastically. Then again in
high patch size range with increasing spiking activity both master and slave neuron starts
firing pattern close to deterministic limit with increasing metabolic energy consumption.

(4) We have found very interesting effect of sodium, potassium and total blockers
on both spiking activity and energetic costs. Both the synchronization process and the
spiking activity of action potentials are greatly affected by sodium channel blockers. A
minute change in the number of available open sodium channels totally destroys the
spiking activity. There is no considerable change in action potential with increasing
number of blocked sodium channels as well, but there exists minute changes visible in
metabolic consumption. Although with increasing external current spikes resurrects but
neurons remain synchronized.

(5) There exists a strikingly different result for potassium channel blockers. Initially
with increasing concentration of drug the metabolic energy increases and reaches a max-
imum for a particular Ksync value, spiking activity also increases, which is attributed to
the noise enhanced spiking phenomena. Then again with decreasing number of available
potassium channel metabolic consumption decreases.

(6) For total blockers with decreasing number of available ion channels the average
metabolic energy consumption decreases which can be understandable from the property
of internal noise dynamics. Comparing all types of blockers we have found that with
increasing number of blocked ion channels the synaptic efficiency plays a vital role to
bring synchronization between two neurons. Generally speaking the synapse finds it
difficult to bring the neurons in synchronization in presence of drug or in other words the
synapse needs to be more conducting with increasing number of blocked ion channels.
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